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Abstract: In IoT-based wireless sensor networks, various types of data are transmitted as various devices are
utilized. In addition, the data communicated increases according to the number of deployed nodes. However, since
the battery of IoT nodes is limited, a routing method that can communicate while minimizing energy consumption
is essential. In order to build a mesh network in such a low-power IoT sensor network environment, the Routing
Protocol for Low-Power and Lossy Networks (RPL) was developed. Using the RPL protocol, it is possible to
prevent dead zones where wireless network communication is not possible and control a large area at once. RPL
relies on an objective function to determine optimal routing paths, with each function employing different metrics
to enhance network efficiency. This study aims to improve RPL’s performance in dense IoT-WSN by introducing
two modified objective functions. In the paper, two versions of the protocol are proposed. The first MRPL1 is
designed considering the number of neighboring nodes and the energy of IoT devices in the network. The second
MRPL2 is designed considering neighboring nodes and child nodes. The protocol uses Expected Transmission
Count (ETX) as a performance evaluation criterion. Simulation results demonstrate that MRPL1 achieves a
92% improvement in energy efficiency compared to standard RPL protocol. Similarly, MRPL2 improves energy
savings by 15% over RPL.
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1 Introduction

The Internet of Things(IoT) encompasses a network
of diverse devices interconnected through the
internet, enabling seamless data exchange without
human intervention. Devices assigned IP addresses
can autonomously collect, process, and transmit data,
facilitating a wide range of applications, including
healthcare, wearable technology, traffic monitoring,
and precision agriculture. As IoT continues to
expand, efficient data communication and network
management become increasingly crucial, [1], [2],
[3], [4], [5].

Wireless Sensor Networks(WSNs) form an
integral part of IoT ecosystems, consisting of
numerous sensor nodes deployed to monitor
environmental and physical conditions. These
sensor nodes are compact, cost-effective devices

with constrained resources, including limited
sensing, data processing, wireless communication,
and energy capabilities. Given these limitations,
designing optimized routing protocols for IoT-WSNs
has become a key research focus to enhance
network efficiency, reduce energy consumption,
and ensure reliable data transmission. In this
study, we investigated routing protocols applicable
to IoT wireless sensor networks. In particular,
we conducted research to provide scalability in
resource-constrained environments such as IoT
device batteries, [6], [7], [8], [9], [10].

IETF ROLL has published the RPL standard,
a routing protocol applicable to low-power loss
networks, through various researches. RPL supports
different link layers and can be used in home and
industrial environments. The connection between
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nodes by RPL is formed by multiple sets of root
devices through multi-hop paths. They perform the
role of data collection and adjustment for network
environment changes. Given the limited energy and
computational resources of sensor nodes, extensive
research has focused on optimizing RPL to enhance
energy efficiency and network longevity, [11], [12],
[13].

Several studies have explored modifications to
improve RPL’s performance. One such approach,
the Energy-Efficient and Reliable RP(ER-RPL),
combines proactive and reactive routing to enable
reliable peer-to-peer communication without
compromising efficiency. Unlike traditional routing
methods, ER-RPL utilizes a subset of strategically
placed nodes to optimize route discovery while
employing ETX as a link quality metric. Simulation
results using NS-3 with 100 nodes in a 180 × 180
m2 network demonstrated that ER-RPL improved
PDR by approximately 145% and reduced energy
consumption by over 58% compared to standard
RPL, [14], [15], [16].

Another enhancement, the Quality of Service
Objective Function (OFQS), introduces a
multi-objective metric that integrates average
time delay, remaining node energy, and ETX to
refine parent selection, [17], [18]. Evaluations
conducted using 67 nodes in the Cooja simulator
revealed that OFQS achieved a PDR improvement
of 92%, surpassing the 86% performance of
Objective Function Zero(OF0) and Minimum-Rank
with Hysteresis Objective Function(MRHOF).
Experiments have shown that the RPL protocol
works better in resource-limited environments such
as IoT-WSN. The reason is that when routing in the
network, various factors can be considered and stable
packets can be transmitted compared to existing
network protocols.

Previously, many studies have been conducted
for optimized routing in an environment to
which the proposed number of nodes is applied.
Recently, research on routing and energy saving
in a high-density network environment has been
conducted. One study conducted an experiment
on the assumption that there are hundreds of IoT
nodes using NS-3 network simulation. In particular,
the experiment analyzed the performance of OF0
according to the node placement. When OF0
according to the experimental results was used,
performance improvement by about 7% compared to
the existing objective function. It was also possible
to save energy in consideration of routing paths in the
network, but the selection of the objective function
was also shown to be important.

In this paper, we propose a plan to improve
the overall performance of the sensor network.

In particular, it is a protocol that considers the
surrounding situation of the node when routing nodes
in the network. The proposed protocol modified
the problems of the existing RPL protocol(MRPL1).
Second is the modified RPL 2 (MRPL2) that thinks
value of node and path. The experiments were
conducted in three different environments (100×100
m2, 150×150 m2, and 200×200 m2) with varying
node densities. The experimental results showed
that proposed methods proof better efficiency than
the standard RPL when comparing energy and
PDR. In addition, more accurate changes could be
confirmed when testing while changing the size of the
experimental environment.

Several studies have considered various factors
to select parent nodes in IoT node environments.
For parent selection, the number of parent nodes
and the number of parent nodes with the maximum
energy were considered. In addition, the number
of parents with the minimum maintenance energy
was measured and used. Simulations showed
that Maximum number of parent on Remaining
Energy(MRE) reduced energy consumption by up
to 32% in small networks compared to traditional
RPL while improving energy distribution and parent
switching efficiency in different network densities.

Furthermore, a Multipath RPL(MP-RPL)
approach was introduced to enhance video traffic
delivery in IoMT applications by leveraging
multiparent RPL features. Experiments with 12 nodes
in a 150×150 m2 simulation area demonstrated that
MP-RPL, combined with an ETX-based objective
function, significantly improved video traffic
distribution, reducing network congestion and
average delay compared to single-path RPL, while
maintaining similar energy consumption levels.
Experimental results emphasize the importance
of routing methods in high-density network
environments. Depending on the routing method, the
performance of the RPL protocol may vary.

2 Related Works
Recently, a lot of research on the RPL protocol has
been conducted to improve network performance in
the IoT environment, [19], [20], [21], [22]. The
initial RPL protocol was proposed for the IoT-based
sensor network. In particular, it was developed
to solve errors that may occur when transmitting
limited batteries and acquired environmental data of
IoT nodes. In 2010, environmental changes were
reflected with the development of IoT devices. In the
RPL protocol, the estimated number of transmissions
(ETX) was introduced as an important indicator for
performance measurement. This indicator indicates
how many transmissions are required to successfully
transmit packets at a single node. In a network using
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the RPL protocol, routing is performed using ETX
information. In addition, when routing, the number
of nodes in the network is considered. Using such
various information, routing is performed to reduce
the energy of the network. Recently, in order to
improve the existing routing method, further research
is being conducted that considers various factors.

Several studies have explored enhancements to
RPL by leveraging ETX as a link metric. Certain
studies have proposed a multipath method when
transmitting data. In this method, when transmitting
data from one node to the base station, all data
is now transmitted through multiple paths without
majoring in one path. In this study, the ETX value and
the number of hops between nodes were used when
establishing routing paths. It was verified that the
network load decreased when using such a multipath
system when transmitting a large amount of data.
As a result of the experiment, it was confirmed that
the multipath method works normally in a general
network environment and an IoT sensor network
environment. In addition, it was verified that data
is transmitted without loss in a dense environment of
nodes. Through accurate data transmission, the effect
of saving the energy of the node could be obtained,
[23], [24].

Further advancements in RPL optimization
include enhancements to control message
dissemination and network self-configuration. One
study proposed a method to increase the efficiency
of packets transmitted, especially packets transmitted
from the root node, [25]. Their study focused
on reducing redundant control message overhead,
thereby improving overall network efficiency and
reducing unnecessary energy expenditure. Efficient
control message propagation is critical in LLNs, as
excessive signaling can deplete node resources and
contribute to network congestion.

Research was conducted to improve the
performance and optimization of the RPL protocol.
Message management for network maintenance and
control was studied to improve the performance of
the protocol, [25]. The study suggested a method
to deliver messages efficiently when brocasting
messages from the top node of the network to child
nodes. When sending the entire message, there is
a problem that duplicate messages may continue to
occur after receiving the message from the lower
node. The study proposed a method to reduce
duplicate messages at lower nodes. The proposed
message transmission method can reduce the network
overhead. When there are nodes with limited energy
such as IoT, duplicate messages cause energy to be
depleted.

As an important study in relation to the protocol,
the use of multiple channels for connections between

nodes in RPL-based networks has been studied,
[26], [27]. Their research focused on detecting
connectivity issues and optimizing the channel
scanning process to enable self-configuration and
improve data transmission reliability. Multi-channel
routing strategies have the potential to alleviate
interference and enhance throughput, particularly
in large-scale IoT deployments. Despite these
improvements, challenges such as channel selection
accuracy and dynamic adaptation to changing
network conditions remain open areas of research.

While these studies have contributed valuable
insights into RPL enhancements, several unresolved
issues persist. Current research primarily focuses on
refining routing metrics, optimizing control message
exchanges, and improving load balancing strategies.
However, security vulnerabilities of networks using
the RPL protocol and routing in networks using
various IoT nodes require further research. In
addition, additional research is needed on methods
to provide network reliability and energy efficiency.
The various studies presented above are essential for
improving the reliability and performance of RPL.
Through such continuous research, the future IoT
environment will improve in a better direction.

2.1 Routing Protocol for Low-Power and

Lossy Networks(RPL)
The RPL protocol was proposed to solve the energy
limitation problem and data loss problem of nodes
in IoT sensor networks. The RPL protocol follows
the IEEE 802.15.4 standard and utilizes a proactive
distance vector routing protocol, enabling efficient
data transmission in resource-limited environments.
Similar to other sensor networks, RPL supports
three basic communication models(many-to-one
communication, one-to-one communication,
multi-hop communication). Based on these
communication models, flexible data exchange
between network nodes is possible. In order to
maintain network topology in the RPL protocol,
Destination-Oriented Directed Acyclic Graph
(DODAG) is applied. DODGA prevents routing
loops by maintaining an acyclic structure. The
root node, known as the DODAG root, serves
as the central destination for data collection and
dissemination. RPL constructs and manages its
network through various control messages that
facilitate topology, formation and route maintenance,
[28], [29], [30].

The DODAG Information Object (DIO) message
can be used for a variety of purposes. DIO
messages can be used to discover RPL network
instances, configure network parameters, and select
a parent node for routing. The DODAG Information
Request (DIS) message is used to request a DIO
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message from a neighboring node. The requested
information is used to search the network and perform
maintenance. The Destination Advertisement Object
(DAO) message is sent to the parent node to join the
network. Sensor nodes that receive the DIO message
for the upward path select a parent node and record
their address information in the DAO message and
send it to the parent node. The parent node that
receives the child node’s DAO message accumulates
its address information and sends it to the parent node,
[31], [32].

By leveraging these control messages, RPL
dynamically adapts to changing network conditions,
optimizing routing decisions and ensuring efficient
communication in low-power and lossy network
environments. However, despite its advantages, RPL
faces challenges in link quality assessment, energy
efficiency, and scalability, necessitating further
research to enhance its performance in large-scale IoT
deployments.

2.1.1 Operation of RPL

In RPL, each node forms an upward path
(MultiPoint-to-Point) to transmit data information
collected from sensors to the sink node. Considering
the LLNs characteristics of IoT networks, DODAG
is formed in a proactive manner. The sink node
floods the entire network with DIO messages using
routing metric values   to form DODAG according to
the application required in the IoT network, and each
sensor node receives the transmitted DIO messages
through multiple paths.

Each sensor node selects the node with the lowest
routing metric value as the parent node and selects
other upper nodes as reserve parent nodes. The DAG
formation process is repeated to form a DODAG and
to enable packets to be transmitted to the sink node.
Each sensor node that forms the DODAG transmits
collected data packets to the sink node through the
parent node.

Due to the mobility of sensor nodes, which is a
characteristic of IoT networks, and the loss of sensor
nodes due to battery exhaustion, there are frequent
cases where data packets cannot be transmitted. If the
network topology changes due to the above problems,
there are cases where data packets detected within the
IoT network cannot be transmitted to the sink node.
In this case, in the RPL standard, when the loss of the
parent node, which is the upper node, is detected, the
subordinate node selects a spare parent node selected
during the DAG formation process as the parent node
and transmits the data packets to the sink node. A lost
node occurs in the upward path, a spare parent node
is selected and recovered.

Figure 1: Illustration of OF0 Preferred Parent
Selection Process

2.1.2 Objective Function of RPL

In the RPL protocol, MRHOF and OF0 can
be used as objects and functions. Since the
development of the RPL protocol, researchers have
developed additional objective functions to improve
the performance of RPL by considering various
networks. Objective Function Zero selects a parent
node only by considering the number of hops to the
root node for fast operation. It does not consider
network congestion or energy. While Objective
Function Zero is effective in small-scale networks,
its limitations become apparent in medium- and
high-density deployments. When multiple nodes
select the same parent based on hop count alone, this
can lead to traffic congestion and excessive energy
depletion at the selected parent node. Additionally,
OF0 fails to account for energy-aware routing, which
can result in the premature exhaustion of heavily
utilized nodes, reducing overall network lifespan.
Fig. 1 show the example of OF0 preferred parent
selection process.

For example, as shown in Fig. 1, two nodes A and
B are configured as children of the root node. Nodes
C and D select node A, which is right above it, as their
parent node. Also, node E selects node B as its parent
node. At this time, a new node F can select node A or
node E to join the network. Node A has the smallest
number of hops when transmitting packets to the root.
Node E has more energy than node A, but it has a
larger number of hops compared to moving to node A,
so it selects nodeAas the path in OF0. This imbalance
in parent selection increases the burden on node
A, accelerating its energy depletion and potentially
disrupting network stability. Consequently, more
advanced objective functions are needed to optimize
parent selection by incorporating energy awareness
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and load-balancing mechanisms.

3 Proposed Method

3.1 Modified RPL protocol 1 (MRPL1)

In this paper, we propose a modified RPL protocol
1 (MRPL1) to improve the performance of the
existing RPL. In the proposed method, routing is
performed by considering the energy of the node,
the number of adjacent nodes, and children. The
primary objective of MRPL1 is to balance the
network load by evenly distributing nodes, thereby
preventing excessive energy depletion in heavily
utilized nodes. MRPL1 maintains the core structure
of RPL. However, it applies an improved parent
selection method to increase the efficiency of routing
in the network.

The DODAG root node transmits a DIO message
to all neighboring nodes. A node that receives a
DIO message transmitted to the network selects the
node that sent the message as its parent. Then, it
creates a DAO message using the received message
information and transmits it to the parent node. The
parent node receives the DAO message and the child
that sent the message transmits a response message.
In this way, each node in the network can expand the
network configuration by sending DIO messages to
neighboring nodes.

There are two cases to consider when a node in the
network receives a DIO message. When the message
is received, if it is determined that it is at the same
stage as the sending node, the message is not used and
deleted. Conversely, when the message is received,
if it is determined that it is above the sending node,
the mesh is accepted and the node is determined to
be above. In both cases, the location of the node
is determined when the DOI is first received. In
particular, the mesh determines the sending node as
the upper node. When it is determined in this way,
the lower node determines that there is an upper node
and updates the information in its node list.

When a node in the network receives multiple DIO
messages and has multiple potential parents, the cost
of the current parent node and the potential parent
node are compared using the formula presented in
the paper. After performing the comparison, if the
cost of the potential potential parent is lower, the
potential parent is selected as the new parent. Then,
the previous parent is deleted from the node’s parent
list. The selected parent is then informed via a DAO
message, after which the parent updates its child list
accordingly.

By dynamically adjusting parent selection
based on energy level, network density, and node
distribution, MRPL1 enhances routing efficiency,
reduces node congestion, and prolongs network

Figure 2: Example of the nodes configuration

lifespan while maintaining compatibility with RPL’s
fundamental structure.

COST1 = wp0
Re

Ie
+ wp1

N

C + 1
(1)

In the proposed model, wp0 and wp1 constitute
parameters of weight, which were adjusted to achieve
optimal performance. Cost calculation utilizes
information available at a node. The formula uses the
initial energy of the node (Ie), the remaining energy
(Re), the number of neighbors of the node (N), and the
number of child nodes (C). To ensure proper metric
evaluation for leaf nodes, 1 was added to Equation
(1), preventing the numerator from becoming zero in
fractional calculations. This adjustment allows for a
more accurate representation of network conditions
while maintaining consistency across different node
types. As with typical network communication,
nodes within the root’s transmission range are directly
connected to the root without having to select a parent.
However, for nodes located within the network but
not at the edge, a selection process is required to
determine the most suitable parent.

For example, assume that there is a new node D
in a network currently consisting of nodes A, B, and
C. Each of these potential parent nodes has distinct
network attributes: Node A has an energy level of
88%, three neighbors, and three child nodes; Node B
has 88% energy, eight neighbors, and an four child
nodes; Node C also has 80% energy, but with five
neighbors and five children. Fig. 2 shows the node
configuration of the example.

To make an informed selection, node D computes
the cost value for all candidate parents using Equation
(1). Through the above calculation, the node with
the highest cost is selected as the parent node. The
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selected parent node takes into account the energy
situation and efficient network topology.

In this case, node A is selected as node D’s
preferred parent, as it provides the most favorable
balance between energy availability and network
load. This selection process ensures equitable parent
distribution, reducing congestion and preventing
excessive energy depletion in high-density IoT
networks.

COST1 of Node A = 10× 88

100
+ 1× 3

3 + 1
(2)

COST1 of Node B = 10× 85

100
+ 1× 4

4 + 1
(3)

COST1 of Node C = 10× 80

100
+ 1× 3

5 + 1
(4)

3.2 Modified RPL protocol 2 (MRPL2)

The MRPL2 protocol integrates both node and
path metrics to optimize routing efficiency. In
the proposed MRPL2 method, unlike MRPL1, the
number of neighbors of a node and EXT are used
to calculate the cost. The operational structure
of MRPL2 closely follows that of MRPL1, with
additional refinements in parent selection criteria.

When a node inside the network receives a DIO
message and joins the MRPL2-based network, it
calculates the value according to equations (5) and
(6).

Then, the Cost2 value is calculated using Equation
(7). The upper node of the current node is selected
using the value calculated above. Using Equation
(7), the values of the nodes are calculated first, and
the smallest value is selected among them. The
node selected in this way is determined as the upper
node. Since this equation considers the path of the
node, the energy used in the network can be reduced.
In addition, the load on the entire network can be
reduced by reducing the path. The equation proposed
in this paper considers the value of the node and the
value of the path. In Equation (5), branches of the
node are assigned in consideration of the neighbor and
child of the node. In Equation (6), ETX is considered.

The weight values used in the equation were
determined through a number of experiments for wp0
and wp1. When routing in the network using this
value, there was no bias and the best performance was
achieved. Through this, the stability of the network
and the optimal link could be established.

Node value = wp0× C + 1

N
(5)

Figure 3: Parent node selection method using MRPL2

Path value = wp1× ETX (6)

COST2 = Node value+ Path value (7)

Fig. 3 shows the MPRL2 algorithm proposed in
this paper. In this algorithm, both the situation and
path of the adjacent node are considered in order to
select the optimal parent at the current location. It
is assumed that a new node K enters the network
when the current network is configured. Node
K is calculated using Equation (7) considering the
surrounding interaction in order to select a parent.
When the values of A, B, and C in the network are
calculated, A is selected as a node with a minimum
value because A has a minimum path value of
1. According to the calculated value, node A is
determined as the parent node of K. In this way, the
load on the network can be reduced by considering the
situation and path situation of the neighboring nodes
of the node. As a result, total energy can be saved
and the efficiency of the data transmission link can be
provided.

4 Results
In order to verify the algorithm proposed in this
paper, the experiment was conducted using network
simulation. The experiment was continued by
changing the number of nodes used in a certain
area. In the experiment, a minimum of 100 to a
maximum of 300 nodes were applied and compared.
Each node was initially set to a state with 2000mAh
and the experiment was conducted. This value was
selected as the average value of nodes widely used in
IoT-WSN.
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In recent IoT-WSN environment experiments,
simulators such as packet tracer, GNS3, and COOJA
have been widely used. In this paper, the COOJA
simulator was selected and used for the experiment.
The COOJAsimulator is distributed and configured to
be easy to use like the Contiki open-source operating
system. This operating system is manufactured to
operate efficiently even on low-spec hardware. For
this reason, the RPL protocol used in this paper can
be applied and test experiments are possible.

In this paper, we propose two versions that can
improve the performance by improving the existing
RPL protocol. In order to verify the proposed method,
the RPL protocol and the modified bourbon were
compared and tested. In the experiment, several
comparison factors were selected to evaluate the
performance of the protocol. The experiment was
conducted by fixing the size of the experimental
environment and changing the number of network
nodes from 100 to 300. The packet transmission
amount, node energy consumption, and average delay
time were measured according to the node change.
Based on the experimental results, it was found that
the improvement protocol proposed in this paper has
superior performance than the existing RPL protocol.
It has been proved that energy can be saved even when
the number of nodes increases. This is because when
setting up a network path, the value of the path is
considered.

Fig. 4 shows the results of the experiment
while fixing the size of the IoT network experiment
environment and changing the number of nodes.
In the experiment, the evaluation was conducted
by applying the existing RPL protocol and the two
improved protocols proposed in the paper. The
evaluation item is the energy use rate according to
the increase in the number of nodes. The existing
RPL protocol showed that as the number of nodes
increases, the energy of the node decreases rapidly as
the number of packets moves across nodes. However,
as for the method of designing in this paper, various
items were considered to perform routing to transmit
packets. In particular, the current situation of
neighboring nodes and the value of the path were
considered. Accordingly, even if the number of
nodes in the experimental environment increased, the
energy of the node could be saved.

When selecting a parent node in a network, if
only one value is used for calculation, the number
of nodes that can be selected will be reduced. This
will cause the packet transmission path to become
longer and increase energy consumption. This effect
becomes more pronounced as the network size and
node density increase. The results in Fig. 4 indicate
that MRPL1 achieved a 94% improvement over
RPL, while MRPL2 also demonstrated a 96% energy

efficiency gain over RPL. The integration of ETX
alongside neighbor and child node considerations in
MRPL2 further enhances network performance by
reducing retransmissions, thereby minimizing overall
energy consumption, particularly in larger network
deployments.

Figure 4: Remaining energy results according to
number of nodes

Fig. 5 presents the average time delay for
MRPL1, MRPL2, and RPL under varying network
conditions. The results indicate that node density
and the number of dead nodes significantly impact
processing time, as higher node failure rates increase
communication overhead and processing delays. For
MRPL1, the average delay was 0.1342 seconds in
a 25×25 m2 area with 100 nodes, increasing to
0.27 seconds with 200 nodes and further rising to
3.78 seconds with 300 nodes. A similar trend was
observed across all evaluated protocols. The use
of three selection metrics in MRPL1 and MRPL2
contributed to better load distribution by increasing
the number of eligible parent nodes. This prevented
network congestion at specific nodes, reducing
excessive message queuing and overall waiting
time. These findings highlight the advantages of
multi-metric parent selection in mitigating network
delays and enhancing communication efficiency in
dense IoT-WSN deployments.

Fig. 6 shows the measured PDR ratio as the
number of nodes increases in a space of a certain
size. As node failures increase, the PDR declines,
affecting overall network performance. In scenarios
with 100 nodes and densities of 0.17, 0.05, and 0.04,
all evaluated protocols exhibited similar performance.
However, at lower densities, specifically 0.004 and
0.0073, MRPL1 and MRPL2 outperformed RPL,
maintaining a higher PDR. This improvement is
attributed to fewer node failures in MRPL1 and
MRPL2, whereas RPL experienced higher node
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Figure 5: Number of Packet Retransmissions

Figure 6: Relationship between Packet Delivery
Ratio(PDR)

loss, leading to reduced data transmission reliability.
Experimental results show that parent node selection
is important in wireless sensor network environments.
Parent node selection is the basis for ensuring efficient
data transmission and providing network stability in
LLNs environments.

Fig. 7 illustrates shows the change in throughput
as the number of nodes in the experimental space
increases. As the number of nodes increases in
a wireless sensor network environment, the data
processing speed also increases. However, as the
number of nodes decreases, the data transmission
speed slows down. Additionally, in an experimental
environment, it was shown that as the number
of nodes that are not functioning due to energy
depletion increases, throughput in large-scale
networks decreases. In contrast, MRPL1 and
MRPL2 maintained higher throughput levels,
particularly in networks with 200 and 300 nodes. The

Figure 7: Throughput as the number of nodes
increases

improved performance of MRPL1 and MRPL2 can
be attributed to better load distribution and reduced
packet loss, ensuring more stable data transmission
and efficient utilization of network resources.

5 Conclusion
In this study, we propose a method to improve the
network performance in LLNs environments. In
particular, we propose two protocols by modifying
the existing RPL protocol. MRPL1 selects preferred
parents based on energy levels, number of neighbors,
and child nodes, while MRPL2 extends this approach
by incorporating ETX to enhance link reliability.
Both protocols were implemented and evaluated
using the simulation. To verify the method proposed
in the paper, simulation experiments were performed.
The experimental results confirmed that MRPL1 and
MRPL2 proposed in the paper performed better than
the existing RPL in various network environments. In
high and medium density networks, MRPL1 achieved
superior energy efficiency compared to RPL, whereas
MRPL2 performed more effectively in low-density
scenarios. Specifically, MRPL1 reduced energy
consumption by 95% over RPL. Meanwhile, MRPL2
showed 98% performance improvement over RPL
when tested in the same size space with the same
number of nodes. These findings confirm that
the proposed protocols enhance energy efficiency,
improve network stability, and optimize routing
performance in IoT-based LLNs.

References:

[1] I. Haddou-Oumouloud, A. Kriouile, S. Hamida
and A. Ettalbi, Toward Secure and Reliable
IoT Systems: A Comprehensive Review of
Formal Methods Applications, IEEE Access,

WSEAS TRANSACTIONS on SYSTEMS 
DOI: 10.37394/23202.2025.24.35 Mi Ae Shin, Jung Kyu Park

E-ISSN: 2224-2678 410 Volume 24, 2025



Vol.12, pp. 2024, 171853–171875, doi:
10.1109/ACCESS.2024.3501587.

[2] J. Li, W. Liang, W. Xu, Z. Xu, Y. Li and
X. Jia, Service Home Identification of
Multiple-Source IoT Applications in Edge
Computing, IEEE Transactions on Services
Computing, Vol.16, No.2, 2023, pp. 1417–1430,
doi: 10.1109/TSC.2022.3176576.

[3] M. Adam, M. Hammoudeh, R. Alrawashdeh,
and B. Alsulaimy, A Survey on Security,
Privacy, Trust, and Architectural
Challenges in IoT Systems, IEEE Access,
Vol.12, 2024. pp. 57128–57149, doi:
10.1109/ACCESS.2024.3382709.

[4] A. O. David, A. B. Akeem, S. O. Adeyemi, Effect
of Energy-Efficient Routing for Packet Splitting
using Chinese Remainder Theorem (CRT) for
Wireless Sensor Networks (WSNS), WSEAS
Transactions on Communications, Vol.22, 2023,
pp. 142–151, doi: 10.37394/23204.2023.22.14.

[5] E. Pagliari, L. Davoli and G. Ferrari,
Harnessing Communication Heterogeneity:
Architectural Design, Analytical Modeling, and
Performance Evaluation of an IoT Multi-Interface
Gateway, IEEE Internet of Things Journal,
Vol.11, No.5, 2024, pp. 8030–8051, doi:
10.1109/JIOT.2023.3317672.

[6] W. Anani and A. Ouda, A Secure Lightweight
Wireless M-Bus Protocol for IoT: Leveraging
the Noise Protocol Framework, IEEE Canadian
Journal of Electrical and Computer Engineering,
Vol.47, No.4, 2024, pp. 175–186, doi:
10.1109/ICJECE.2024.3409156.

[7] Y. Zheng, W. Liu, C. Gu and C. -H. Chang,
PUF-Based Mutual Authentication and Key
Exchange Protocol for Peer-to-Peer IoT
Applications, IEEE Transactions on Dependable
and Secure Computing, Vol.20, No.4, 2023, pp.
3299–3316, doi: 10.1109/TDSC.2022.3193570.

[8] J. K. Park, and J. Kim, Smart fire monitoring
system with remote control using ZigBee
network, Indonesian Journal of Electrical
Engineering and Computer Science,
Vol.21, No.2, 2022, pp. 1132–1139, doi:
10.11591/ijeecs.v21.i2.pp1132-1139.

[9] H. Wang, J. Wen, J. Liu, and H. Zhang, ACKE:
Asymmetric Computing Key Exchange Protocol
for IoT Environments, IEEE Internet of Things
Journal, Vol.10, No.20, 2024, pp. 18273–18281,
doi: 10.1109/JIOT.2023.3279283.

[10] M. Karim, M. A. Rahman, S. W. Tan, M.
Atiquzzaman, P. Pillai and A. H. Alenezi,
Intra-Vehicular Communication Protocol for
IoT Enabled Vehicle Health Monitoring System:
Challenges, Issues, and Solutions, IEEE
Access, Vol.12, pp. 95309–95337, 2024, doi:
10.1109/ACCESS.2024.3424418.

[11] X. Liu, Z. Sheng, C. Yin, F. Ali and D. Roggen,
Performance Analysis of Routing Protocol for
Low Power and Lossy Networks (RPL) in
Large Scale Networks, IEEE Internet of Things
Journal, Vol.4, No.6, 2017, pp. 2172–2185, doi:
10.1109/JIOT.2017.2755980.

[12] S. Murali and A. Jamalipour, ”Mobility-Aware
Energy-Efficient Parent Selection Algorithm for
Low Power and Lossy Networks, IEEE Internet
of Things Journal, Vol.6, No.2, 2019, pp.
2593–2601, doi: 10.1109/JIOT.2018.2872443.

[13] N. A. Alfriehat, M. Anbar, S. Karuppayah,
S. D. A. Rihan, B. A. Alabsi and A. M.
Momani, Detecting Version Number Attacks in
Low Power and Lossy Networks for Internet of
Things Routing: Review and Taxonomy, IEEE
Access, Vol.12, 2024, pp. 31136–31158, doi:
10.1109/ACCESS.2024.3368633.

[14] S. Al-Sarawi, M. Anbar, B. A. Alabsi, M.
A. Aladaileh and S. D. A. Rihan, Passive
Rule-Based Approach to Detect Sinkhole Attack
in RPL-Based Internet of Things Networks, IEEE
Access, Vol.11, 2023, pp. 94081–94093, doi:
10.1109/ACCESS.2023.3310242.

[15] I. E. Lakhlef, B. Djamaa, M. R. Senouci
and A. Bradai, Enhanced Multicast
Protocol for Low-Power and Lossy IoT
Networks, IEEE Sensors Journal, Vol.24,
No.9, 2024, pp. 15393–15408, doi:
10.1109/JSEN.2024.3375797.

[16] M. Mazouzi, K. Mershad, O. Cheikhrouhou and
M. Hamdi, Agent-Based Reactive Geographic
Routing Protocol for Internet of Vehicles, IEEE
Access, Vol.11, 2023, pp. 79954–79973, doi:
10.1109/ACCESS.2023.3299230.

[17] K. V. Shiva, R. V. Biradar, V. C Patil, An Energy
Efficient Cross-Layer Cluster based Multipath
Routing Protocol for WSN, WSEAS Transactions
on Systems and Control, Vol.17, 2022, pp.
489–497, doi: 10.37394/23203.2022.17.54.

[18] J. Ryu and S. Kim, Reputation-Based
Opportunistic Routing Protocol Using
Q-Learning for MANET Attacked by Malicious

WSEAS TRANSACTIONS on SYSTEMS 
DOI: 10.37394/23202.2025.24.35 Mi Ae Shin, Jung Kyu Park

E-ISSN: 2224-2678 411 Volume 24, 2025



Nodes, IEEE Access, Vol.11, pp. 47701–47711,
2023, doi: 10.1109/ACCESS.2023.3242608.

[19] M. Osman, J. He, F. M. M. Mokbal, N. Zhu and
S. Qureshi, ML-LGBM: A Machine Learning
Model Based on Light Gradient Boosting
Machine for the Detection of Version Number
Attacks in RPL-Based Networks, IEEE Access,
Vol.9, 2021, pp. 83654–83665, 2021, doi:
10.1109/ACCESS.2021.3087175.

[20] R. -G. Tsai, P. -H. Tsai, G. -R. Shih and
J. Tu, RPL Based Emergency Routing
Protocol for Smart Buildings, IEEE Access,
Vol.10, 2022, pp. 18445–18455, doi:
10.1109/ACCESS.2022.3150928.

[21] Y. Yuan, T. Lou, S. Yang, Y. Yuan, X. Zhuo,
Y. Wei, Source-Based Disjoint Multipath Routing
Protocol for Underwater Acoustic Networks:
Protocol Design and Sea Trials, IEEE Sensors
Journal, Vol.24, No.22, 2024, pp. 38061–38070,
doi: 10.1109/JSEN.2024.3464860.

[22] A. Raoof, C. H. Lung, andA. Matrawy, Securing
RPL Using Network Coding: The Chained
Secure Mode (CSM), IEEE Internet of Things
Journal, Vol.9, No.7, 2022, pp. 4888–4898, doi:
10.1109/JIOT.2021.3109109.

[23] M. H. Homaei, S. S. Band, A. Pescape and
A. Mosavi, DDSLA-RPL: Dynamic Decision
System Based on Learning Automata in the
RPL Protocol for Achieving QoS, IEEE Access,
Vol.9, 2021, pp. 63131–63148, 2021, doi:
10.1109/ACCESS.2021.3075378.

[24] A. Vaezian and Y. Darmani, MSE-RPL:
Mobility Support Enhancement in RPL for
IoT Mobile Applications, IEEE Access,
Vol.10, pp. 80816–80832, 2022, doi:
10.1109/ACCESS.2022.3194273.

[25] M. Zhao, I. W. -H. Ho and P. H. J. Chong,
An Energy-Efficient Region-Based RPL
Routing Protocol for Low-Power and Lossy
Networks, IEEE Internet of Things Journal,
Vol.3, No.6, 2016, pp. 1319–1333, doi:
10.1109/JIOT.2016.2593438.

[26] A. S. Baghani and M. Khabbazian, RPL
Point-to-Point Communication Paths: Analysis
and Enhancement, IEEE Internet of Things
Journal, Vol.10, No.1, 2023, pp. 166–179, doi:
10.1109/JIOT.2022.3201177.

[27] M. Mahyoub, A. S. Hasan Mahmoud, M.
Abu-Amara and T. R. Sheltami, An Efficient
RPL-Based Mechanism for Node-to-Node

Communications in IoT, IEEE Internet of Things
Journal, Vol.8, No.9, 2021, pp. 7152–7169, doi:
10.1109/JIOT.2020.3038696.

[28] V. K. Verma and S. Sharma, Investigations
on Information Solicitation and Version Number
Attacks in Internet of Things, IEEE Sensors
Journal, Vol.23, No.3, 2023, pp. 3204–3211, doi:
10.1109/JSEN.2022.3225745.

[29] B. Ghaleb, A. Al-Dubai, E. Ekonomou,
M. Qasem, I. Romdhani and L. Mackenzie,
Addressing the DAO Insider Attack in
RPL’s Internet of Things Networks, IEEE
Communications Letters, Vol.23, No.1, 2019, pp.
68–71, doi: 10.1109/LCOMM.2018.2878151.

[30] S. Goyal and T. Chand, Improved Trickle
Algorithm for Routing Protocol for Low Power
and Lossy Networks, IEEE Sensors Journal,
Vol.18, No.5, 2018, pp. 2178–2183, doi:
10.1109/JSEN.2017.2787584.

[31] U. Shahid, M. Zunnurain Hussain, M.
Zulkifl Hasan, A. Haider, J. Ali and J.
Altaf, Hybrid Intrusion Detection System
for RPL IoT Networks Using Machine
Learning and Deep Learning, IEEE Access,
Vol.12, 2024, pp. 113099–113112, doi:
10.1109/ACCESS.2024.3442529.

[32] I. Wadhaj, B. Ghaleb, C. Thomson, A. Al-Dubai
and W. J. Buchanan, Mitigation Mechanisms
Against the DAO Attack on the Routing Protocol
for Low Power and Lossy Networks (RPL),
IEEE Access, Vol.8, 2020, pp. 43665–43675, doi:
10.1109/ACCESS.2020.2977476.

Contribution of Individual Authors to the
Creation of a Scientific Article (Ghostwriting
Policy)
M. A. SHIN: Conceptualization, methodology and
validation, J. K. PARK: Methodology, software,
visualization, and supervision. All authors have
contributed to all sections and accepted responsibility
for the entire content of this manuscript.

Sources of Funding for Research Presented in a
Scientific Article or Scientific Article Itself
No funding was received for conducting this study

Conflicts of Interest
The authors have no conflicts of interest to declare

Creative Commons Attribution License 4.0
(Attribution 4.0 International , CC BY 4.0)
This article is published under the terms of the
Creative Commons Attribution License 4.0
https://creativecommons.org/licenses/by/4.0/deed.en
_US

WSEAS TRANSACTIONS on SYSTEMS 
DOI: 10.37394/23202.2025.24.35 Mi Ae Shin, Jung Kyu Park

E-ISSN: 2224-2678 412 Volume 24, 2025

https://creativecommons.org/licenses/by/4.0/deed.en_US
https://creativecommons.org/licenses/by/4.0/deed.en_US

	Introduction
	Related Works
	Routing Protocol for Low-Power and Lossy Networks(RPL)
	Operation of RPL
	Objective Function of RPL


	Proposed Method
	Modified RPL protocol 1 (MRPL1)
	Modified RPL protocol 2 (MRPL2)

	Results
	Conclusion



