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Abstract: - The integration of artificial intelligence technologies into IoT devices has opened new possibilities 
for interaction with the environment through voice assistants, such as ChatGPT, improving interaction with 
smart devices in sectors such as home, health, and education. However, the adoption of these technologies faces 
challenges due to device heterogeneity, the need for interoperability, and concerns about data privacy and 
security. The objective of this research is to develop an IoT device that integrates artificial intelligence 
technologies and generative language models for a voice assistant, covering the design of a voice recognition 
system, the implementation of efficient communication with the model, the coordination between ESP32 
microcontrollers and the integration of a voice synthesis system. The results show that the system can send 
queries to ChatGPT and receive responses in real time, validating its ability to handle natural language 
processing. Furthermore, speech synthesis, using Audio.h library and the MAX98357 module, have 
demonstrated effective text-to-audio conversion, while the integration of the INMP441 microphone and the 
Google Cloud Speech-to-Text platform ensures voice capture and processing. In conclusion, the operation of 
the IoT device and its real-time interaction with the ChatGPT API were validated to obtain an efficient text-to-
speech conversion, being scalable for future improvements. 
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1  Introduction 
The integration of artificial intelligence (AI) 
technologies for use in IoT devices has generated 
new services to interact with the environment in 
which people live, one of the specific cases being 
the implementation of voice assistants, [1], [2] 
environmental monitoring or control, [3], [4]. In 
addition, currently, the use of generative language 
models allows a more natural and efficient 
interaction with hardware devices, facilitating tasks 
such as smart home control, and sectors such as 
health and education, [5], [6]. This integration of 
technologies contributes to the accessibility of 
information or data, allowing people to 
communicate with devices through voice 
commands, being a tool with the potential to 

automate processes and improve efficiency in 
industrial and commercial environments, [7], [8]. 

Despite the advantages of integrating artificial 
intelligence technologies into IoT devices, [9], there 
is no mass adoption in different areas of the 
industry, [10], [11] and environmental care, [12], 
[13]. One of the problems is the ability to 
interoperate due to the heterogeneity of devices and 
platforms. In addition, its use in critical processes 
related to safety or health generates challenges 
regarding privacy and data security, [14], [15]. 
These drawbacks highlight the need to continue 
developing research in the field of generative 
models,  [16], integrated into daily life activities as a 
contribution to process automation, [17], [18]. 
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2   Literature Review 
In the review of the state of the art, studies have 
been identified that describe the development of 
technological solutions that integrate artificial 
intelligence and the Internet of Things, [19]   and 
how they have transformed various industries, from 
home automation, advanced manufacturing and 
healthcare, [20], [21]. In addition, these solutions 
combine the ability of IoT devices to collect and 
transmit data to artificial intelligence services to be 
analyzed in real-time, [22], [23]. However, it is also 
mentioned that there are technical and security 
challenges that still need to be overcome to increase 
and ensure their reliable integration in critical 
applications, [24], [25]. 

Studies describe that the integration of 
generative language models (such as ChatGPT and 
Gemini) with IoT devices  contributes to interact 
with processes and physical elements in multiple 
contexts, [26]. These advanced models allow IoT 
devices to collect and transmit data, understand and 
generate responses to complex queries in natural 
language, automating repetitive tasks, [27], [28]. 
Globally, innovative applications have been 
developed in areas such as smart home control, 
remote healthcare, and supply chain management, 
where the ability to process and respond to data in 
real time is critical, [29]. On the other hand, it is 
mentioned that the increasing availability of AI 
platforms, such as generative language models, 
together with the advancement in wireless 
communication technologies and cloud processing, 
has facilitated the creation of such systems, [30], 
[31]. 

In the case of voice assistants, research 
describes their presence in various areas such as 
medicine, education, and home automation. In 
medicine, these assistants facilitate patient care by 
providing quick access to information, [32]. In 
education, they are used to personalize teaching, 
providing instant answers to students' questions, 
[33], [34]. Home automation solutions are integrated 
in the home, where voice assistants allow remote 
control of devices, optimizing energy consumption, 
[35], [36]. 

Therefore, the following research question is 
raised: How can artificial intelligence technologies 
and generative language models be integrated into 
an embedded device for a voice assistant? To 
answer the question, the objective is to develop an 
IoT device that uses generative language, and 
techniques for accessing Web services and 
transforming text signals into speech and vice versa. 
To do this, it is necessary to carry out the following 
activities: design the voice recognition system, 

implement efficient communication with a 
generative language model, coordinate 
communication between the two ESP32 
microcontrollers, integrate a voice synthesis system 
for the generation of auditory responses, and 
validate the integration of artificial intelligence 
technologies in IoT devices. 

Regarding motivation, it is observed that there 
is a growing demand for smart devices in the 
Internet of Things (IoT) field, such as voice 
assistants, but the integration of generative language 
models in low-cost platforms, such as ESP32 
microcontrollers, presents technical challenges due 
to processing and memory limitations. The main 
motivation of this research lies in overcoming these 
obstacles and demonstrating that it is possible to 
implement an effective voice assistant using limited 
resources. This research has value in that it provides 
a framework for the integration of generative 
language models in IoT environments, contributing 
to the existing knowledge in embedded systems 
design and human-computer interaction. The paper 
is organized into five sections: section 1 presents the 
introduction, section 2 with the methodological 
process, and section 3 shows the results. The paper 
ends with section 4 with discussions and section 5 
with conclusions. 

 
 

3   Methodology 
This section shows the development of the IoT-
based voice assistant system, composed of two 
ESP32 microcontrollers that operate together to 
provide a fluid and efficient experience. The first 
microcontroller is responsible for capturing the 
user's voice signal, converting the audio to text 
using a voice recognition service, and then sending 
the query to the generative language model, such as 
ChatGPT. Once the response is received, it is 
transmitted to the second microcontroller, whose 
function is to analyze the received text to detect 
possible orders or convert it into audio output using 
a voice synthesis system. (Figure 1). 
 

 
Fig. 1: Scheme for the system proposal 
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3.1 Architecture 
The system architecture consists of two modules. 
The first ESP32 module is connected to an 
INMP441 microphone, which is a low-power device 
that provides high audio quality and energy 
efficiency and is responsible for capturing and 
converting the audio signal into text using the 
Google Cloud Speech-to-Text API and then 
querying the ChatGPT OpenIA API. This response 
is sent via serial communication to the second 
ESP32 which converts it into audio using a 2W 8-
ohm speaker connected to a MAX98357 amplifier 
(Low power amplifier for audio applications in 
embedded systems), controlled via the I2S protocol 
(Inter-IC Sound) which is a digital interface 
standard used for the transmission of audio signals 
between electronic components). The integration of 
libraries such as Audio.h (used for text-to-speech 
synthesis in hardware systems) and 
CloudSpeechClient optimizes text-to-speech 
conversion and transcription handling (Figure 2). 
 

 
Fig. 2: System architecture 
 
3.2 Communication with a Generative 

 Language Model 
The first stage of development focuses on 
implementing communication with a generative 
language model. In this phase, the connection 
between the ESP32-based IoT device and the 
advanced language model, such as ChatGPT, is 
established. This involves configuring the language 
model API to allow queries to be transmitted from 
the ESP32 and responses in real time (Figure 3). 
 

 
Fig. 3: System architecture Communicating with a 
generative language model 

First, log in to the ChatGPT account and obtain 
the API Key from the control panel. In the upper 
right corner, select “View API Keys”. Then choose 
the option “Create the new secret key”, which will 
be copied to the program on the ESP32. It should be 
noted that the format of the Web request must 
follow what is indicated by the body format in the 
“raw” data type (Figure 4). 

The algorithm establishes a Wi-Fi connection 
and sends a POST request to the ChatGPT API to 
get a response based on a query text (Figure 5). The 
WiFi.h and HTTPClient.h libraries are used to 
connect the ESP32 to a Wi-Fi network and manage 
HTTP communication. The request is generated 
using the serial console and the POST request is 
created in JSON format that includes the language 
model, the query text, and additional parameters 
(such as temperature and maximum number of 
tokens). The API response is printed to the ESP32 
serial port. 

 

 
Fig. 4: Access to the OpenAI API Key 

 
The request to the ChatGPT API is sent in 

JSON format using the POST method. The fields in 
Table 1 are considered, where the model parameter 
specifies the language model to be used, the prompt 
is the query or text input that is sent to the model, 
temperature adjusts the creativity of the response (0 
means more predictable responses) and max_tokens 
limits the length of the response generated in tokens. 
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Fig. 5: Communication Algorithm with a 
generative language model 
 

Table 1. Format for the request for response 
Server Subdomain: api 

Main Domain: openai 
Top-Level domain: com  

Resource 
path 

/v1/completions 

Headerss: 

 

Content-Type: application/json (Indicates that 
the request body is in JSON format). 

Authorization: Bearer YOUR_API_KEY 
(Authentication with API Token). 

Payload: 

 

{  "model": "gpt-3.5-turbo-instruct",     "prompt": 
"Who are you", 

  "temperature": 0,      "max_tokens": 7  } 
 
3.3 Integration of the Voice Synthesis Stage 

 for the Generation of Auditory 

 Responses 
At this stage, the text generated by the language 
model is converted into audio played through a 
speaker. This is done by integrating the Audio.h 
voice synthesis library into the ESP32 
microcontroller along with the query process to the 
ChatGPT API (Figure 6). To implement this stage, 
the following steps were taken: Integration of the 
voice synthesis library and implementation of 
instructions to send text and play the audio on the 
ESP32. 

To perform the generation of auditory responses 
on the IoT device, a MAX98357 audio amplifier 
module, and a 2W, 8ohm speaker are integrated. 
The amplifier is connected to pins 25 (DIN module 
to I2S_DOUT ESP32), 26(I2S_LRC), and 27 
(I2S_BCLK) for communication using the I2S 
protocol (Figure 7). 

The algorithm for connecting to a Wi-Fi 
network for communication with the OpenAI API 
was implemented. In addition, the audio player 
module was configured by setting the volume to 
100%. As a first step, the queries to be made are 
captured by telling the user to enter a question 
through the serial monitor, removing the last line 
break character. Then the module communicates 
with the OpenAI API by sending a POST request to 
obtain the response (using the text-davinci-003 
model). The response is received and analyzed using 
the ArduinoJson library to extract the text generated 
by the model.  

 

 
Fig. 6: Scheme of the Integration of the Voice 
Synthesis Stage 
 

 
Fig. 7: MAX98357 Module Connections 

 
Then, it converts the text into audio using an 

integrated voice synthesis system using the Audio.h 
library and the MAX98357 audio module. The 
generated response is played back with the 
audio.connecttospeech function. Finally, the process 
is restarted, clearing the Question variable to wait 
for the next user input (Figure 8). 
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3.4 Development of the Voice Acquisition 

 Stage and Conversion to Text 
The voice recognition and text conversion stage in 
the ESP32 microcontroller is conducted by 
integrating an electronic module that includes a 
microphone. This phase involves the 
implementation of a system that allows the device to 
interpret the user's voice commands, transforming 
them into text to be processed by the generative 
language model at a later stage. To do this, a library 
is integrated that allows the voice to be processed in 
a cloud service that analyzes the audio input, 
obtaining a string variable. 

For voice acquisition, an INMP441 microphone 
was used using pin 26 for the BCLK or SCK (sets 
the rate at which audio data bits are transferred on 
the I2S bus), pin 22 for the WS (selects between the 
Left and Right audio channels), pin 34 for the DIN 
(data input pin for the ESP32) and pin 34 for the 
DOUT or SD (data output pin from the input device 
to the microcontroller) (Figure 9). 

 

 
Fig. 8: Algorithm flowchart 

 
Speech-to-Text API configuration is done 

through the Google Cloud Console platform. The 
Speech-to-Text API offers limited free use, for 
which a Project must be created in Google Cloud 
and then the Speech-to-Text API is enabled. This is 
done in the "APIs and Services" option, "Library", 
and "Speech-to-Text API" in the search bar and 
finally “Speech-to-Text API” is enabled. The 

algorithm at this stage acquires the data from the 
microphone and then encodes the audio using 
uncompressed, linear 16-bit PCM (Pulse Code 
Modulation). The audio data in Linear16 format is 
sent to the Google service, which processes it and 
converts it to text. Access to the Google service is 
done using the CloudSpeechClient.cpp library and 
the CloudSpeechClient::Transcribe(Audio* audio) 
function (Figure 10). 
 

 
Fig. 9: Connection diagram for the voice 
acquisition module 
 

 
Fig. 10: Operation diagram for voice acquisition 
 
3.5  Integration of the Stages of the System 
To conduct the integration, the use of two 
components is considered, which will perform the 
tasks described above of acquiring the voice signal, 
converting it to text using the Google APIs, and 
querying ChatGPT with the generated text. While a 
second microcontroller is responsible for receiving 
the data in text form and performing the voice 
synthesis (Figure 11). 
 Module 1. Performs speech recognition, sends a 

query to ChatGPT, and handles the response 
using LEDs to indicate the status of the process. 
The process starts with recording audio and 
sending it to Google Cloud to transcribe it to 
text. This text can then be sent to ChatGPT to 
generate a response. The CloudSpeechClient 
function handles the connection to Wi-Fi and 
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the Google server, sending audio data in Base64 
format, and receiving the audio transcription. 

 Module 2. An ESP32 is configured to connect to 
a Wi-Fi network and use the I2S interface for 
audio synthesis and playback. “Serial2” serial 
communication receives commands or text, 
which are then converted to speech using 
Google Text-to-Speech. 

 
 
4   Results 
 

4.1 Integrating Communication with a 

 Generative Language Model 
The results of integrating communication with a 
generative language model demonstrate the 
effectiveness of the IoT device in interacting with 
ChatGPT. During testing, it was verified that the 
device can effectively send queries to the language 
model and receive responses in real-time, 
underlining its ability to handle complex natural 
language processing requests (Figure 12). This 
integration validates the technical approach adopted 
and establishes the flexibility of this stage. Although 
the device can send queries in real-time, limited 
qualitative analysis was performed. In addition, 
limitations in complex situations were addressed, 
necessitating more detailed studies in this area. 
 

 
Fig. 11: Communication of the two modules of the 
system 
 
4.2 Voice Synthesis Stage for the Generation 

 of Auditory Responses 
The speech synthesis results have proven to be 
effective in transforming the text generated by the 
language model into clear auditory responses. The 
use of the Audio.h library and the MAX98357 audio 
amplifier module, together with a 2 W, 8 ohm 
speaker, allow for high-quality sound reproduction 
via the I2S protocol. The operating scenario allowed 
validating the connection to the OpenAI API to 
answer queries using the serial port by extracting 
responses using the ArduinoJson library and 
converting the text to speech (Figure 13). Limited 
qualitative analysis was performed comparing sound 
quality, resulting in a preliminary assessment of 

audio quality. In this case, analysis is still pending 
on compatibility with other audio formats. 
 
4.3 Voice Acquisition and Text Conversion 

 Stage in ESP32 
The implementation of a voice command 
interpretation system, using the INMP441 
microphone and the Google Cloud Speech-to-Text 
platform, enabled accurate capture of the user’s 
voice. Configuring the microphone to work with the 
I2S bus and encoding the audio in 16-bit PCM 
format ensured optimal data input quality (Figure 
14). Reduced subjective comparisons were made 
with other voice capture devices and although basic 
metrics such as latency were considered, this 
requires more extensive evaluation in other noisy 
scenarios outside the scope of this research. 
 

 
Fig. 12: Communication results with the generative 
model 
 

 
Fig. 13: Generating voice synthesis with ChatGPT 
responses 
 

 
Fig. 14: Voice acquisition and text conversion stage 
in ESP32 
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In addition, CloudSpeechClient.cpp library to 
handle audio transcription facilitated access to 
Google’s advanced voice recognition capabilities 
and the sending of user queries by the generative 
language model. 
 
 
5   Discussion 
To evaluate the integration of the modules, pilot 
tests were carried out using the Wokwi simulation 
tool, which is an online simulation platform to 
evaluate all the stages described above. The system 
has proven to be effective in efficiently handling the 
acquisition and processing of voice signals. Module 
1, responsible for voice recognition and 
communication with ChatGPT, has allowed 
obtaining the response through voice commands. On 
the other hand, Module 2 has been configured 
appropriately to handle voice synthesis from text.  

Communication between modules via the serial 
port allows the transfer of text between modules, 
creating a modular architecture that optimizes the 
performance of the voice assistant and allows its 
scalability for future improvements (Figure 15) 

 

 
Fig. 15: Integrated voice assistant system 
 
 
6 Conclusion 
An IoT device was developed that integrates 
OpenAI's generative language technology, using 
techniques for accessing Web services and 
transforming text signals into speech and vice versa, 
through the design of a voice acquisition system, 
communication with a generative language model 
and serial communication between the two modules 
based on ESP32 microcontrollers. 

The integration of the IoT device with a 
generative language model has proven its 
effectiveness when interacting with ChatGPT, 
sending queries, and receiving responses in real 
time. While the voice synthesis uses the Audio.h 

library and the MAX98357 module managed to 
transform the text into auditory responses. In the 
case of voice recognition with the INMP441 
microphone and Google Cloud Speech-to-Text, 
accurate capture of voice commands was achieved. 
In addition, modular architecture is composed of 
two modules that handle voice recognition and 
synthesis, optimizing the performance of the voice 
assistant and guaranteeing efficiency and scalability 
for future improvements. 

Future research may investigate the integration 
of machine learning capabilities into low-power IoT 
devices, which would allow the voice assistant to 
detect certain voice commands locally to perform 
critical activities in its environment. In addition, the 
analysis of the system's energy behavior and 
response latency could increase the device's 
autonomy and speed. 
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