
Local Splines and the Least Squares Method 

 
I. G. BUROVA  

The Department of Computational Mathematics, 
 St. Petersburg State University, 

 7-8 Universitetskaya Embankment, St.Petersburg,  
RUSSIA 

 
Abstract: - The least squares method is widely used in processing quantitative results of natural science 
experiments, technical data, astronomical and geodetic observations and measurements. This paper proposes 
the construction of a modified least squares method based on the use of basis splines of a non-zero level. This 
modification allows us to obtain a continuously differentiable (required number of times) solution to the 
problem. The resulting solution is convenient to use to further solve other related problems. The construction of 
a continuously differentiable solution and a twice continuously differentiable solution is considered in more 
detail. These solutions are constructed based on the use of basis Hermitian splines of the fourth and sixth orders 
of approximation. The numerical results are presented for processing inaccurately specified experimental data, 
as well as for smoothing curves.  
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1  Introduction 
As is known, if a large number of interpolation 
nodes is unsuccessfully selected, the approximation 
error can be catastrophically large. Improving the 
quality of approximation can be achieved in 
different ways. One of these methods is the least 
squares method. 
    The specifics of applying the least squares 
method are described in many books, [1]. In a lot of 
research papers the least squares method is used to 
solve various practical problems, for example, 
channel estimation in wireless systems, [2]. As is 
noted in this paper, “accurate channel estimation is 
the key factor to improving the receiver quality”.  
Based on the least squares method, various 
algorithms may be constructed. For example, in 
paper [3], a least mean square based algorithm is 
proposed to estimate the phase noise. 
   In paper [4], it was shown that through the partial 
least square equation modeling, the big data 
analytics capability affects the organizational agility 
and firm performance positively. In paper [5], the 
robust filtering problem is introduced based on the 
minimization of the mean-square value of the 
filtering errors for the system states. Paper [6], 
discovers a link between an insurance company's 
initial capital and the likelihood of ruin. The least 
squares regression method is utilized to calculate the 
minimum initial capital, and the simulation 

approach would be used to determine the ruin 
probability. 
Many authors use splines and least squares method 
in their research, [7]. The B-spline is often used 
when we solve such problems. Note, that papers [8], 
[9] use B-splines. 
     The least squares minimization method is 
involved in study [10] to calculate control points to 
minimize the approximation error. 
     The least squares method and B-splines were 
used in [11] to solve a nonlinear problem in fluid 
dynamics using the Navier–Stokes equations as a 
mathematical model.  
The purpose of the paper [12] is to show the results 
of a study focused on the occurrence of damage 
heterogeneous materials, especially on the issue of 
modelling crack formation and propagation. 
    In paper [13], the authors estimated the spatial 
pattern and temporal trend of the resilience of 
subtropical evergreen forests in China.  
    Paper [14], presents an original approach to 
generate a 2D high detail riverbed based on a drone 
photogrammetric survey.  
        Monograph [15], discusses the use of quadratic 
splines for constructing a mean-square 
approximation. 
    In this paper, we use the local splines of the 
Lagrangian splines and the Hermitian splines to 
construct a mean-square approximation. 
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1.1  Some Information 
In various practical cases we are often given grid 
(tabular) functions 𝑓(𝑥𝑗), 𝑗 = 0,1, … 𝑛, at the 
equidistant set of nodes {𝑥𝑗}. So, for example, the 
grid functions are obtained during experimental 
studies. The grid functions are often specified when 
designing structural elements. So, at the grid nodes  
𝑥𝑗 , 𝑗 = 0,1, … , 𝑛, the values of the function 𝑓(𝑥𝑗) are 
known. But sometimes in addition to the values of 
the function 𝑓(𝑥𝑗), the values of the first derivative 
of this function at the nodes, are known. And it is 

also possible that in addition to the values of the 
function 𝑓(𝑥𝑗), the values of the first and the second 
derivatives of this function at the nodes, are known. 
It is required to carry out a continuous or 
continuously differentiable function passing through 
the given points.  
   Very often, the input data has measurement errors. 
In this case, it is required to draw a continuous or 
continuously differentiable function passing close to 
the given points. 
    Different smoothing methods are known. 
Smoothing methods are used if the input data has 
measurement errors. Typically, two main methods 
are used to solve this problem: the least squares 
method (best mean square approximation method) 
and the best integral approximation method. 
In this case, the algebraic polynomials 
 

𝒇̃(𝒙, 𝒂) = ∑ 𝒂𝒋𝒙𝒋

𝒎

𝒋=𝟎

, 𝒎 ≤ 𝒏, 

where 𝑎𝑗 are coefficients, 𝑎 = (𝑎0, … , 𝑎𝑛), or the 
generalized polynomials 

𝑓(𝑥, 𝑎) = ∑ 𝑎𝑗𝜑𝑗(𝑥)

𝑚

𝑗=0

 

are often used. We can take 𝜑𝑗(𝑥) as the algebraic 
polynomials. In the case 𝑎𝑗 = 𝑓(𝑥𝑗), 𝑗 = 0,1, … , 𝑛, 
we have the Lagrange interpolation. When 
constructing smoothing approximations, we use one 
of the following conditions: 

 

√
1

𝑛 + 1
∑ (𝑓(𝑥𝑖, 𝑎) − 𝑓(𝑥𝑖))

2
𝑛

𝑖=0

  → min
𝑎

,  (1) 

  
or  

∫ 𝑓(𝑥, 𝑎)𝑑𝑥 − 𝐼𝑗
𝑗+1

= 0
𝑥𝑗+1

𝑥𝑗
, 

where 
 

𝐼𝑗
𝑗+1

= ∫ 𝑓(𝑥)𝑑𝑥
𝑥𝑗+1

𝑥𝑗
. 

 
The least squares method is a variational 

method. Variational methods are based on the fact 
that the problem of solving an equation is reduced to 
the problem of finding the minimum of a certain 
function.  
The minimum in (1) is achieved if 

𝛿 = ∑ (𝑓(𝑥𝑖 , 𝑎) − 𝑓(𝑥𝑖))
2

𝑛

𝑖=0

→ 𝑚𝑖𝑛
𝑎

 

The extremum conditions are as follows 
 

𝜕𝛿

𝜕𝑎𝑗
= 0, 𝑗 = 0,1, … , 𝑚. 

 
As a result, we obtain a system of equations. Using 
the scalar product 
 

(𝜑𝑘 , 𝜑𝑗) = ∑ 𝜑𝑘(𝑥𝑖)𝑛
𝑖=0 𝜑𝑗(𝑥𝑖),  

 
we write the system in the form 
 

(𝜑𝑘 , 𝜑0)𝑎0 + (𝜑𝑘 , 𝜑1)𝑎1 + ⋯ + (𝜑𝑘 , 𝜑𝑚)𝑎𝑚 =
(𝑓, 𝜑𝑘), 𝑘 = 0,1, … , 𝑚, 

 
where 

(𝑓, 𝜑𝑘) = ∑ 𝑓(𝑥𝑖)

𝑛

𝑖=0

𝜑𝑘(𝑥𝑖) . 

 
The determinant of the system is symmetric. If 

the basis functions are linearly independent, then the 
determinant of the system is not equal to zero. 
Therefore, the solution to the system exists and is 
unique. This determinant is called the Gram 
determinant. 

In this paper, we consider the use of local spline 
approximations to construct smoothing curves. This 
problem arises, for example, if the input data is 
given with errors or we want to construct a smooth 
line using a given line. In the case of using local 
splines of a non-zero level, we can also obtain the 
restoration and smoothing of the derivatives. The 
results of using continuously differentiable splines 
of the first level, as well as twice continuously 
differentiable splines of the second level are used. 
Section 3 presents the results of the numerical 
experiments. 
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1.2 Lagrangian Splines and Hermitian 

Splines 
First, we discuss splines of a zero level 
(Lagrangian splines) and a non-zero level 
(Hermitian splines). 
Let an ordered grid of nodes be constructed on the 
interval [𝑎, 𝑏] 

𝑎 = 𝑥0 < 𝑥1 < ⋯ < 𝑥𝑛 = 𝑏. 
 

Local spline approximations on each grid 
interval [𝑥𝑘 , 𝑥𝑘+1] are constructed as the sum of the 
products of the values of the function and its 
derivatives at the grid nodes and the basis splines of 
a non-zero level. By level we mean the maximum 
value of the derivatives of the functions included in 
the approximation. Splines of the non-zero level can 
have the basis splines with narrow and wide 
support, [16]. The supports of the basis splines with 
narrow support occupy two grid intervals. In paper 
[16], spline approximations 𝑢̃(𝑥) with a narrow 
support of the following form were considered  

𝑢̃(𝑥) = ∑ ∑ 𝑢𝑗
(𝛼)

𝑠

𝛼=0𝑗=𝑘,𝑘+1

𝑤𝑗,𝛼(𝑥), 𝑥 ∈ [𝑥𝑘 , 𝑥𝑘+1] 

 
 We determine the basis splines from the 

relations 
 𝑢̃(𝑥) = 𝑢(𝑥), 𝑢 = 𝑥𝑘 , 𝑘 = 0,1,2, … 𝑚,  
 𝑥 ∈ [𝑥𝑘 , 𝑥𝑘+1]. 
 In this case, the approximation is said to be exact 
on polynomials of degree at most m. The 
approximation theorem is proved, [17]:  

| 𝑢̃(𝑥) − 𝑢(𝑥)| ≤ 𝐾ℎ𝑚+1, 
 
here 𝐾 is a constant, and 𝑚 + 1 is called the order 
of approximation. A distinctive feature of these 
splines is that their construction does not require 
solving systems of linear algebraic equations. 
Therefore, the construction of approximations can 
be carried out in real time on an infinite grid of 
nodes and on a finite grid of nodes on the interval 
[𝑎, 𝑏]. 
 

𝑢̃(𝑥) = 𝑢(𝑥), 𝑢 = 𝑥𝑘 , 𝑘 = 0,1,2, … 𝑚,   
𝑥 ∈ [𝑥𝑘 , 𝑥𝑘+1]. 

 
The basis splines 𝑤𝑗,𝛼(𝑥) turn out to be α times 

continuously differentiable local functions and 
satisfy the conditions 𝑤𝑗,𝛼

(𝛽)(𝑥𝑘) = 𝛿𝑗𝑘𝛿𝛼𝛽. Here 𝛿𝑗𝑘, 
𝛿𝛼𝛽 the Kronecker symbols. Thus, the piecewise 
given function 𝑈̃(𝑥) coinciding on each grid interval 
with the function 𝑢̃(𝑥), turns out to be a Hermite 
interpolation, interpolating the function 𝑢 at the grid 

nodes. As is known, if a large number of 
interpolation nodes is unsuccessfully selected, the 
approximation error can be catastrophically large. 
Improving the quality of approximation can be 
achieved in different ways. 
 

 

2  Smoothing Methods Construction 
Suppose, the values of the function 𝑓 is given at the 
nodes {𝑥𝑗}. In the simplest case, the grid of nodes 
{𝑥𝑗} is given with step ℎ = (𝑏 − 𝑎) 𝑛⁄ . 
 

𝑎 = 𝑥0 < ⋯ < 𝑥𝑗−1 < 𝑥𝑗 < 𝑥𝑗+1 < ⋯ < 𝑥𝑛 = 𝑏. 

 

Suppose, experimental data 𝑓(𝑥𝑗) has measurement 
errors 𝜀𝑗:  
 

𝑓(𝑥𝑗) = 𝑢(𝑥𝑗) + 𝜀𝑗. 
 

We construct the smoothing curve in two stages. 
First, we connect the points with a piecewise line 
using the basis splines of the second order of 
approximation 
 

𝑤𝑗(𝑥) =
𝑥 − 𝑥𝑗+1

𝑥𝑗 − 𝑥𝑗+1
 , 

𝑤𝑗+1(𝑥) =
𝑥 − 𝑥𝑗

𝑥𝑗+1 − 𝑥𝑗
 . 

 
On each interval [𝑥𝑗, 𝑥𝑗+1] we construct 𝑢̃<𝑗>(𝑥):  

𝑢̃<𝑗>(𝑥) = 𝑓(𝑥𝑗)𝑤𝑗(𝑥) + 𝑓(𝑥𝑗+1)𝑤𝑗+1(𝑥) . 
If the function 𝑢 ∈ 𝐶2[𝑥𝑘−1, 𝑥𝑘+1], then the 
estimate is valid 

| 𝑢̃(𝑥) − 𝑢(𝑥)| ≤
ℎ2

8
∥  𝑢(2)  ∥[𝑥𝑘−1,𝑥𝑘+1] . 

Here  ℎ = 𝑥𝑘+1 − 𝑥𝑘 . 
 

     Now we get the piecewise function 𝑈(𝑥), 
 𝑥 ∈ [𝑥0, 𝑥𝑛]: 

𝑈(𝑥) = {
𝑢̃<0>(𝑥), 𝑥 ∈ [𝑥0, 𝑥1]

…
𝑢̃<𝑛−1>(𝑥), 𝑥 ∈ [𝑥𝑛−1, 𝑥𝑛]

 

 
The error of approximation with such splines in the 
general case is given in the author’s paper, [3]. 
 
     Example 1. Let 𝑛 = 50. The values of the 
function 𝑢 at nodes xj are given as shown in Figure 
1. 

When the points using second-order 
approximation splines are connected, we get the 
continuous piecewise function (Figure 2) 
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Fig. 1: The values of function 𝑓 

 

 
Fig. 2: The continuous piecewise function after 
connecting the points using the second-order 
approximation splines 

 
2.1 Construction of Basis Splines of the 

 Fourth Order of Approximation of the 

 First Level 
Let a sparse grid of nodes 𝑋𝑘 , 𝑘 = 0,1, … 𝑁, 𝑁 < 𝑛, 
also be given as follows 
 

… < 𝑋𝑘−1 < 𝑥𝑗−1 < 𝑥𝑗 < 𝑥𝑗+1 = 𝑋𝑘 < 𝑥𝑗+2 < ⋯ 
 

Let us assume that at each grid node 𝑋𝑘 the 
values of the function 𝑢(𝑥) and its first derivative 
are known.  

In this case, we construct an approximation of 
function 𝑢(𝑥), 𝑥 ∈ [𝑋𝑘 , 𝑋𝑘+1],  in the form 

  

𝑢̃(𝑥) = ∑ 𝑢(𝑥𝑗

𝑗=𝑘,𝑘+1

) 𝜔𝑗,0(𝑥) +  𝑢′(𝑥𝑗)𝜔𝑗,1(𝑥). 

 
We assume that supp 𝜔𝑗,0=supp 𝜔𝑗,1 =

[𝑋𝑘−1, 𝑋𝑘+1]. Let the basis functions be determined 
from the conditions 
 

𝑢 ≡ 𝑢̃, 𝑢 = 1, 𝑥, 𝑥2, 𝑥3. 
 

From these conditions on the interval [𝑋𝑘 , 𝑋𝑘+1] 
we obtain a system of equations for determining the 
basis functions 

𝜔𝑗,0(𝑥) +  𝜔𝑗,1(𝑥) = 1 , 
 𝑥𝑗𝜔𝑗,0(𝑥) +  𝑥𝑗+1𝜔𝑗+1,0(𝑥) +  𝜔𝑗,1(𝑥) +  𝜔𝑗+1,1(𝑥)

= 𝑥 , 

 𝑥𝑗
2  𝜔𝑗,0(𝑥) +  𝑥𝑗+1

2 𝜔𝑗+1,0(𝑥) + 2 𝑥𝑗 𝜔𝑗,1(𝑥)

+ 2 𝑥𝑗+1 𝜔𝑗+1,1(𝑥) = 𝑥2 , 
 𝑥𝑗

3  𝜔𝑗,0(𝑥) +  𝑥𝑗+1
3 𝜔𝑗+1,0(𝑥) + 3 𝑥𝑗

2 𝜔𝑗,1(𝑥)

+ 3 𝑥𝑗+1
2  𝜔𝑗+1,1(𝑥) = 𝑥3 . 

 
The basis splines of the first level have the form 
 

𝜔𝑗,0(𝑥) =
(𝑥 − 𝑥𝑗+1)

2

(𝑥𝑗+1 − 𝑥𝑗)
2 +

2(𝑥 − 𝑥𝑗)(𝑥 − 𝑥𝑗+1)
2

(𝑥𝑗+1 − 𝑥𝑗)
3 , 

𝜔𝑗+1,0(𝑥) =
(𝑥 − 𝑥𝑗)

2

(𝑥𝑗+1 − 𝑥𝑗)
2 +

2(𝑥𝑗+1 − 𝑥)(𝑥 − 𝑥𝑗)
2

(𝑥𝑗+1 − 𝑥𝑗)
3 , 

𝜔𝑗,1(𝑥) =
(𝑥 − 𝑥𝑗)(𝑥 − 𝑥𝑗+1)

2

(𝑥𝑗+1 − 𝑥𝑗)
2 , 

𝜔𝑗+1,1(𝑥) =
(𝑥 − 𝑥𝑗+1)(𝑥 − 𝑥𝑗)

2

(𝑥𝑗+1 − 𝑥𝑗)
2 . 

 
Now we get formulas for the approximation 
function 𝑢,  
 

 𝑢̃(𝑥) = 𝑢(𝑥𝑗)𝜔𝑗,0(𝑥) + 𝑢(𝑥𝑗+1)𝜔𝑗+1,0(𝑥) +

𝑢′(𝑥𝑗)𝜔𝑗,1(𝑥) + 𝑢′(𝑥𝑗+1)𝜔𝑗+1,1(𝑥), 
 𝑥 ∊ [𝑋𝑗, 𝑋𝑗+1]. 

 
If the function 𝑢 ∈ 𝐶4[𝑋𝑘−1, 𝑋𝑘+1], then the 
estimate is valid 
 

| 𝑢̃(𝑥) − 𝑢(𝑥)| ≤  𝐾ℎ4  ∥  𝑢(4)  ∥[𝑋𝑘−1,𝑋𝑘+1] . 
 
Here  ℎ = 𝑋𝑘+1 − 𝑋𝑘 , 𝐾 = 1/384. 
 
 

3  Construction of the Solution 
To construct a continuously differentiable 
smoothing curve, we use splines of the fourth order 
of approximation of the first level. 

To construct a twice continuously differentiable 
smoothing curve, we use splines of the sixth order 
of approximation of the second level. 
 
3.1 Construction of the Twice Continuous 

Smoothing Functions 
On each interval [𝑋𝑘 , 𝑋𝑘+1], we consider the 
expression 𝑈̃ with the basis splines of the fourth 
order of approximation and the first level in the 
form 

𝑈̃(𝑥) = ∑ 𝑐𝑗,0

𝑗=𝑘,𝑘+1

 𝜔𝑗,0(𝑥) +  𝑐𝑗,1𝜔𝑗,1(𝑥). 
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Next, we use the scalar production of the form   

(𝜁, 𝜍) = ∫ 𝜁(𝑥)𝜍(𝑥)𝑑𝑥.
𝑏

𝑎

 

 
We find the coefficients 𝑐𝑗,𝑖 by solving the system of 
equations 

𝑀𝐶 = 𝐹, 
 

where 𝑀 is the Gram matrix 
 

𝑀 = (
𝑀1 𝑀2

𝑀3 𝑀4
). 

 
Let 𝑚𝑖,𝑗

𝑘  be an element of the matrix 𝑀𝑘 , 𝑘 =

1, 2, 3, 4, then 
 

𝑚𝑖,𝑗
1 = ∫ 𝜔𝑖,0(𝑥)𝜔𝑗,0(𝑥)𝑑𝑥,

𝑏

𝑎

 

𝑚𝑖,𝑗
2 = ∫ 𝜔𝑖,1(𝑥)𝜔𝑗,0(𝑥)𝑑𝑥,

𝑏

𝑎

 

𝑚𝑖,𝑗
3 = ∫ 𝜔𝑖,0(𝑥)𝜔𝑗,1(𝑥)𝑑𝑥,

𝑏

𝑎

 

𝑚𝑖,𝑗
4 = ∫ 𝜔𝑖,1(𝑥)𝜔𝑗,1(𝑥)𝑑𝑥.

𝑏

𝑎

 

 
Let's construct the vector 𝐹: 

𝐹 = (𝐹1, 𝐹2)𝑇 
Let 𝑓𝑖

𝑘 be an element of the vector 𝐹𝑘. Then 

𝑓𝑖
1 = ∫ 𝑢(𝑥)𝜔𝑖,0(𝑥)𝑑𝑥,

𝑏

𝑎

 

𝑓𝑖
2 = ∫ 𝑢(𝑥)𝜔𝑖,1(𝑥)𝑑𝑥.

𝑏

𝑎

  

 
Let the grid nodes be equally spaced, that is, 

ℎ = 𝑥𝑗+1 − 𝑥𝑗. Then it is easy to calculate the 
elements of the matrix M. Matrix 𝑀 consists of 4 
block matrices: 𝑀1, 𝑀2, 𝑀3, 𝑀4. 

The non-zero elements of the matrix 𝑀1 are as 
follows: 

𝑚1,1
1 =

13

35
ℎ, 

𝑚𝑛,𝑛
1 =

13

35
ℎ, 

𝑚𝑗,𝑗
1 =

26

35
ℎ, 

𝑚𝑗,𝑗+1
1 = 𝑚𝑗,𝑗−1

1 =
9

70
ℎ. 

 
The remaining elements in this block are zeros. 

The non-zero elements of the matrix 𝑀2 are as 
follows: 

𝑚1,1
2 =

11

210
ℎ2 

𝑚𝑛,𝑛
2 =

−11

210
ℎ2 

𝑚𝑗,𝑗
2 = 0, 

𝑚𝑗,𝑗+1
2 = 𝑚𝑗,𝑗−1

1 =
−13

420
ℎ2 . 

 
The remaining elements in this block are zeros. 
The 𝑀3 matrix is as follows  𝑀3 = 𝑀2

2 . 
The non-zero elements of the matrix 𝑀4 are as 

follows: 

𝑚1,1
4 =

1

105
ℎ3, 

𝑚𝑛,𝑛
4 =

1

105
ℎ3, 

𝑚𝑗,𝑗
4 =

2

105
ℎ3, 

𝑚𝑗,𝑗+1
4 = 𝑚𝑗,𝑗−1

1 =
−1

140
ℎ3 . 

 
The remaining elements are zero. Thus, all 

blocks of the 𝑀 matrix have a tridiagonal structure 
with identical elements on the diagonals (except for 
the corner elements). 

When 𝑁 = 5, we get the values of the function 
at the nodes (blue points) in Figure 3 and Figure 4. 
In Figure 3 we also see the initial data (red points). 
 

 
Fig. 3: The values of the function at the nodes (blue 
points) and the initial data (red points) 

 

 
Fig. 4: The values of the function at the nodes (blue 
points) 
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Fig. 5: The values of function 𝑢 (red line) and the 
initial data (blue points) 
 

When the found points with splines of the fourth 
order of approximation of the first level are 
connected, we obtain a continuously differentiable 
function, shown in Figure 5 with the red line. 

If the original function is given by some 
expression, then this same method allows us to 
easily construct a continuously differentiable 
smoothing curve. 
Example 2. Let the function 𝑦(𝑥) be given by the 
expression 
 𝑦(𝑥) = exp(𝑥) + (

1

3
)sin(15𝑥) + (

1

15
)cos(150𝑥) 

 

 
Fig. 6: The values of the result smooth function 

(blue line) and the initial line (red line) 
 

The initial line and the result smooth function are 
shown in Figure 6.   
 

3.2 Construction of the Twice Continuous 

Smoothing Functions 
Let the function be such that  𝑢 ∈  𝐶6[𝑎, 𝑏] and{ 𝑥𝑗} 
be the set of nodes on [𝑎, 𝑏], such that  𝑥0 =
𝑎,   𝑥𝑛 = 𝑎. 
 
Suppose that the support of the basis spline 𝜔𝑗,𝑖 
occupies two grid intervals supp 𝜔𝑗,𝑖 =

 [𝑥𝑗−1, 𝑥𝑗+1], 𝑖 =  0, 1, 2. 
 
For 𝑥 ∊ [𝑥𝑗, 𝑥𝑗+1], consider the approximation 

 𝑢̃(𝑥) = 𝑢(𝑥𝑗)𝜔𝑗,0(𝑥) + 𝑢(𝑥𝑗+1)𝜔𝑗+1,0(𝑥) +

𝑢′(𝑥𝑗)𝜔𝑗,1(𝑥) + 𝑢′(𝑥𝑗+1)𝜔𝑗+1,1(𝑥) 

+𝑢′′(𝑥𝑗)𝜔𝑗,2(𝑥) + 𝑢′′(𝑥𝑗+1)𝜔𝑗+1,2(𝑥), 
  𝑥 ∊ [𝑥𝑗, 𝑥𝑗+1]. 

The plots of basis splines 𝜔𝑗,𝑖 are presented in 
Figure 7, Figure 8 and Figure 9. 
 

 
Fig. 7: The plot of the basis splines 𝜔0,0 (green line) 
and 𝜔1,0 (red line)  

 

 
Fig. 8: The plot of the basis splines 𝜔0,1 (green line) 
and 𝜔1,1 (red line)  
 

 
Fig. 9: The plot of the basis splines 𝜔0,2 (green line) 
and 𝜔1,2  (red line)  
 

Next, our task is to determine the coefficients 
𝐶𝑗,𝑖 in the expression 
𝑢̃(𝑥) = 𝐶𝑗,0𝜔𝑗,0(𝑥) + 𝐶𝑗+1,0𝜔𝑗+1,0(𝑥) + 𝐶𝑗,1𝜔𝑗,1(𝑥)

+ 𝐶𝑗+1,1𝜔𝑗+1,1(𝑥) 

+𝐶𝑗,2𝜔𝑗,2(𝑥) + 𝐶𝑗+1,2𝜔𝑗+1,2(𝑥), 
  𝑥 ∊ [𝑥𝑗, 𝑥𝑗+1]. 

 
To calculate the coefficients, we create a system 

of linear algebraic equations 
𝑀𝐶 = 𝐹 . 

 
Matrix 𝑀 has a block form. It consists of 9 

blocks 𝑀𝑖. Each block 𝑀𝑖 has a strip structure. We 
calculate the elements of 𝑀𝑖using scalar products.  
 
Example 2. Let function 𝑦(𝑥) be given by the 
expression 

𝑦(𝑥) = exp(𝑥) + (
1

3
) sin(15 𝑥)

+ (
1

15
) cos(250 𝑥). 

 
Let 𝑁 = 5. The initial line and the result smooth 
function are shown in Figure 10.   
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Fig. 10: The values of the result smooth function 

(blue line) and the initial line (red line) 
 

 

4  Conclusion 
In this paper, we use the local splines of the 
Lagrangian splines and the Hermitian splines to 
construct a modification of the construction of a 
mean-square approximation. The basis splines of a 
non-zero level make it possible to construct m-times 
continuously differentiable smoothing lines. The 
details of the construction of the three times 
continuous smoothing functions with the Hermitian 
splines and the approximations with the non-
polynomial splines will be considered in the future.  
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