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Abstract: In this paper and in the first part of it, homotopy perturbation method is applied to solve second order
differential equation with non-constant coefficients. The method yields solutions in convergent series forms with
easily computable terms (the convergence of this series is demonstrated in this paper). The result shows that
this method is very convenient and can be applied to large class of problems. As for the second part, we found a
solution of Telegraph equation using the Laplace transform and Stehfest algorithm method. Next, we used method
of Homotopy perturbation. Finally, we give some examples for illustration.
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1 Introduction

Homotopy perturbation method (HPM) is a semi-
analytical technique for solving linear as well as non-
linear ordinary/partial differential equations. The
method may also be used to solve a system of coupled
linear and nonlinear differential equations. The HPM
was proposed by J. He in 1999 [10]. This method was
developed by making use of artificial parameters [[11]].
Interested readers may go through Refs. [[§]], [15]] for
further details.

Almost all traditional perturbation methods are
based on small parameter assumption. Liu [[L1] pro-
posed artificial parameter method and Liao [[13],
[12]]] contributed homotopy analysis method to elim-
inate small parameter assumption. Further, He [10]
developed an effective technique viz. The HPM
method in which no small parameter assumptions are
required.

In this paper and in the first part of it, He’s ho-
motopy perturbation method is applied to solve lin-
ear and nonlinear second order differential equations
with non-constant coefficients. The method yields so-
lutions in convergent series forms with easily com-
putable terms, for the information that the proof of the
convergence of this series has not been demonstrated
in the articles which have been published before, we
in this article have demonstrated this convergence in
a simple way.

In the second part of this paper is to establish the
solution of Telegraph equations with Dirichlet bound-
ary conditions. The proofs are based on a Homo-
topy perturbation method and Laplace transforma-
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tion technique with Stehfest algorithm. Furthermore,
some examples are given to compare between the ap-
proximate and the exact solutions and to show the ef-
ficiency of this method.

2 Homotopy-perturbation method

The Homotopy-perturbation method was proposed by
Ji-Huan He in 1998 [5]] and was developed and im-
proved by himself [9] 7, 4]]. To illustrate the basic
ideas of this method, we consider the following non-
linear functional equation

A(u) = f(r) = 0;r € €, (M
with the boundary condition of
B(u; gz) =0;rel, 2

where A represents a general differential operator,
B is a boundary operator, I" is the boundary of the do-
main €2, and f(r) is known analytic function. The op-
erator A can be decomposed into two parts viz. linear
L and nonlinear N. Therefore, Eq. (1) may be written
in the following form
L(u)+ N(u) — f(r) =0. 3)
Using homotopy technique, proposed by He [[10]
and Liao [[13[], [12]]], we construct a homotopy
v(r;p) : 2 x [0;1] — R. to Eq. (3) which satisfies

H(v;p) =0 =0, “

Volume 22, 2023



WSEAS TRANSACTIONS on SYSTEMS
DOI: 10.37394/23202.2023.22.32

0 d: L(v) — L(uo) + p [L(uo) + N(v) — f(r)],

H(v;p) =0 =0;p € [0;1];r € Q, (%)
© = (1 —p)[L(v) — L(uo)] + p[A(v) — f(r)],

where p € [0; 1] is the embedding parameter (also
called as an artificial parameter), g is an initial ap-
proximation of Eq. which satisfies the given con-
ditions.

Obviously, considering Egs. (b)) and (@) we have

H(v;0) = L(v) — L(u,) =0, (6)

H(v;1) = A(v) = f(r) = 0. (7

As p changes from zero to unity, v(7; p) changes
from wg (1) to u(r). In topology, this is called defor-
mation and L(v) — L(ug) and A(v) — f(r) are homo-
topic to each other. Due to the fact that p € [0;1] is a
small parameter, we consider the solution of Eq.
as a power series in p as below

U:U0+pvl+p2y2+... (8)
and the best approximation is
u=p— llimv=vg+vi +ve+-:-- )

The combination of the perturbation method and
the Homotopy method is called the Homotopy-
perturbation method (HPM), which has eliminated the
limitations of traditional perturbation techniques. The
series (9] is convergent for several cases. Certain cri-
teria are suggested for the convergence of the series

(@), in [4].

3 Homotopy perturbation method
for a second-order differential
equation with non-constant
coefficients

3.1 Statement of the problem
We consider the following problem

u”:A(t)%JrB(t)quC(t), (10)
u(a) = a, (11)
du(a)

0 (12)

where A (t), B (t) and C (t) are continuous func-
tions on [ an interval contains a.
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3.1.1 Homotopy-perturbation method
We can construct the following homotopy

v(t,p):Ix[0 1]—>R-di”—@ (13)
7p * b ’dt2_ )

O=p(AW)% +BHv+C (1),
suppose that the solution of (13)) is written as the
following series

hit) = puil(t), (14)
=0

we put in (13), we get

d i
2l A(t) & <Zp w)
(szvl) =p =0
i=0 +B

dt?

By conformity, we find
0. d?vy _
S dz T
v (@) =a
dvo(a) _
UTQ) —b.
Then
v9 = a — bac + bt

phe G = (A() Fvo+ B(B)vo+C (1))

o= JL IS (A () oo+ B (8)vo + C (1)) dede

(67

= A(t) %’Ul +B(t) (A

dvs
Udga) =0.
Then

vp = [L [ (A () o1 + B (t)v1) dede

P d;g" = A(t) % (Un—1) + B (t) vp—1

vn = 4S5 (A () vns+ B (1) va 1) dide.

vg = a — ba + bt (16)
t ré d
v = /a /a (A (t) ot B (t)vo +C (75)> dzli)
v, = S <A (t) %vn_l + B (t) vn_1> dtd¢,n > 2.
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When p — 1, (14) gives the approximate solution
of the problem (10)-(12), i.e.

= Z’UZ' (t)
1=0

3.1.2 Study of the convergence of the previous
series

Theorem 3.1 If t € Isup|A (t)] < 00,

t € Isup|B(t)] < ooandte Isup|C (t)] < oo,

then the series defined by (I6)- is converging

towards h (t). Such that h(t) is solution of the

problem ({I0)-(12).

Proof. We pose
I% = v (t)

I'v = [, v (8)dg
In+1v — Il (Inv)
and

k= Max{t € ISup|A(t)|,t € ISup|B(t)|}
M=te Isup{‘dtvl (t )‘ + vy (t)|}

with

’%01 (t)‘ +

(19)

Ja

<(a:4b(o€)fl;zB+C >df‘
ft%( )]

We have

v (t) = 12 (A(t) 4o (1) + B

va (£) < k12 (110 (| Fon ()] + [on (1)) )

v (1) = 12 (A (£) o2 (8) + v (1))

=72 +

! +B(t)I2(‘i

A(t)ﬂ(

o1 (#)] =
o d < (a— b<a)+ bt)
(t)v1 (1))
Where
A@iﬂ(Aw
+B(t) I? (

SIS
—~— —~
|
S e S
[t g

= J?

Where
o5 (O] < 1212 (11°+11%) ([ or (8] + Jon (1))

v (£) = 12 (A () dhvs (1) + B (t) vs (1))

(Ad ( P ( ATl (Adm +BU1>

+BI? (Agvi + By )

128 ( ( A ( Adtvl + Bvl) ))
+BI* (A4 dtvl + Bu)

AL (Ao + Buy)

( ( +BI% ( Adtvl + Bui) )

E-ISSN: 2224-2678

297

Necib Abdelhalim, Rezzoug Imad,

Benbrahim Abdelouahab
lvg (t)] < B3I (110 4 21" + 117)

(|t )] + o1 @)])

vs (1) = 12 (A (t) o1 () + B () va (1)) -
Where

lvs (t)| < K415 (110 + 311 + 312 + 11?)
(| @] + o (1)) -

AL' (Ao + Buy)
+BI? (A dy + Bvl)

+I1°B (12 (

Where

n—2 d
"Un (t)‘ < knfljnZCﬁiQIp ( ‘CTEUI (t)
p=0
F0
+ |v1 (2)

n—2
S knfl 205—21"” (

< k" 12 Ty Je O (€) de
CIGE (t =" (| v ()] + vn (8)])

n—2
< Mgy CF

pi
n—2

< Mk" 12

o ey Ja (= )P dE

o - (- O

n— 2
< Mk Ch

p=0
n—2

< Mkn—lz
p=0

< Mk l(t 04) Z

+i
2 n+p) (tia)n !

OOyt~ )™

a)

2 t_apln 2—p

< Mk 1“( ‘)“) (t—a+1)
Thus
[on (2)]
wp, (t) .
According to D’ Alembert’s rule we have

wir(8) k(t—a)(t—at1) _
ool Atzotl) — < 1.

o0
Then the series Zwi (t)
=0

< MEHESE (t—a 1) =

lim = lim

is convergent, therefore

[ee]
the series Zvn (t) is also convergent.
i=0
We now come to prove that (h (¢)) is a solution to
the problem (10)-(12).

Indeed

Step 1 : Take the limit of the two sides of
when p — 1, we get dtg) = A(t)%(tt) +
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B (t)h(t)+ C (t),so h(t) is a solution of the equa-

tion (L0).

Step 2 : We have Vn > 1 : v, (a) = 0 and
% (o) = 0, thus h (a)) = vp (o) = a and % ()
% (a) = b.

3.1.3 Special case : The coefficients A and B are
constant

By replacing the previous data in (16]), and
we obtain

v = a — ba + bt
:ftf§<Ab—|—B(a

~fie=o (
T

) dtd¢
=f:i<t—f>< )d@
We pose

f(t):Ab+B(a—ba)+Bbt+C(t)
o—a—ba—i—bt
Lup = f(t—f)f(ﬁ)dﬁ
= A Lo (&) dE+ B [L [M vy (€) dédp
ALt —¢€) f(€)dedu
§)J (¢) dedrdy
LA[LE -7 f(&)de
<§>d5
JbE-¢?
&) f(€)de

— ba)
+Bbt + C (t)
Ab+ B (a — ba)
+BbE +C(€) ) dz
t

i (o1 () d
L Bu,_ (1)

Adg (Un 1 (f)) d§
+an71 (5)

> dtde¢

S
=)

p
»’
= +
B [ J& o (=

+

-¢)°

1B a< f
P ?%A f(€)de
+24,ABf (t —
LB2 [L(t—€)° f(£)de
ptor o = AP f(i (t
3LA2B [L(t—€)°f(&)de
+&3AB [ (t— €)% f (&) de
LB [L(t—&)T f(&)de
p5 . Vs — 1A4 ft(
4A3Bf< €)° (5)
+7.6A232f( )" f (&) d¢
LAAB? L (t—€)° F (&) de
+9.B4f (t—€)° f(€)de

+

—O F(&)dE +

+

— &’ f(§)de +

- +
f

—¢)°

An i— 1Bzf @( ) 5
O (¢) (tfé*)"”f(f)-
Where

vo = a + bt

n—1

vn =3 = Ja®
i=0

(&) dg
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O = (t — )"t (Ab+ Ba+ B¢ +C (€)).
Thus hy, (t) = vo + Zv]
We obtain
hy (t) = © (20)
o— Z — (5+4)!
= ft (t— 5)]“ Ab+ B (a — ba) dé
@ +Bb + C (§)
+a — ba + bt.
If C is constant, then using integration by parts,
we get
h, (t) =© (21)
j—1

n > Ci  ATTELB
_ i=0
_ Jz::l AbTBatC (t — a)itit!
)j+i+2

(J+1§bl)
+(J+z+2) (
+a — ba + bt.

3.2 Numerical example
Example 3.2 A(t) = —¢!

a=0
B (t) = —sint
C(t)=¢e' (t+2)+e*(t+1)+telsint.

So we have the following problem :

Cv — et (sint) vtet (t+2)+e? (t+ 1)+
tel sint

v(0)=0

% (0) =1

The exact solution to this problem is given by :

Vepa = te'.

We are now looking for the solution by the method
(HPM), by replacing the previous data in (16)-(18),
we get

vg = t.
=0
© = 2cost — 3t e bt 2te? +te! +tsint
+3 (cost) e’ + Je'sint — 1t (cost) el — 3.

(22)
(23)

U1

Up = / / (e —Up—1 + (sint) v, 1) dtdé,vn > 2
(24)
an

(25)

Forn = 3,n = 6 and n = 9 we compute h, (t)
withe the relations — and compare the Tay-
lor development of hy, (t) and vVeyq (t) in the neigh-
borhood of 0 (atorder10) .
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t5
9349 10
+ 1209 600 o+

DL(hs (t )) —t+t2+ 143 4 t4+
3 46 579
BE Jr144 +3360 +362880
o (tl()) .
DL(hs (t)) _t+t2+ 3 Lt L
146 8 1 9
+oggt” + 7ot + et — met
° (tl(]) )
DLghgﬁ( ) = t7+ t21—i— %t:” + 1%#1 j 2714t51
+1a0t” + 720t" + 5000t t 203200 T 3628800
o (tlo)
DL(vema) =t+t2+ %t:)’ + %t4 + itg,
+1a0t” + 720t" + 50000 T 203200 T 3e28m0l T

° (tl(])

Example 3.3 A(t) = —t

B 10
103 680t +

10+

B(t) =t?

Ct)y=e (—t*+t+1),a=1
a = e

b=ce.

So we have the following problem :

‘é; = —e!® + 2pe! (2 +t+1),v(l)=e
flg (1) =e.

The exact solution to this problem is given by :

— ot
Vexa — €.

vy = e >< t
v, = 56— Tet — ftse—i— 20t5 —t2et + ite+5tet

vy, = fl f1 (—tﬂvn_l 4 t%n_l) dtd€

t) = Zvi (t)

1=
Forn = 3,n = 6 and n = 9 we compute h, (t)

e
and compare the Taylor development of h, (t) a
Vexa (t) in the neighborhood of 1 (atorderlO)
ZEM():e+e@—U le(t—1) + Le
(t =1 + gge(t — 1) ; ]
e (6= 1)+ e (6= 1)+ ghe (0= 1) -
e (21; D 9 1 10
—1sram0¢ (= 1) + mee(t—1) +
o((t-1))
DLhs (t) = e+ e(t—1) + %e(t—l)2 + e
(t—1)*
1 et —71)4 + e (t—1)° + Sse(t —1)° +
me (tl— ].) o " "
—1rsoc (= 1) —  osa00¢ (t— 1) +
0 ((t - 1)10)
DLhy(t) = e+ e(t—1) + te(t—1)> + le

3 4

(t — 1)1 + 2—146(255— 1)1
+1gpe(t—1) :me(t—
+ag3m9¢ (t— 1)

o((t-1)')

6 7
( 1) +@140@(t1— 1)
+ 362 8806 (t - 1) + 3628 800 +
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t—1) + et —1)* + Le
(t— 1) (t
1)°+
1)
+me(t —
o ((t — 1)10)

DLveg, ( ) =e+e
)
7

6 7
+120 ( e(t—1)°"+ggget—1)"+

20 3206 (t—

9 10
)? + gemmmet—1D7 +

Example 3.4 A (t) =2

B (t) = cost

C(t)=¢t

aeRbeER

a=0.

So we have the following problem :

f;;’ 29 4 vcost +et,v(0) =a

4 (0) = b.

In this problem we do not know in advance the ex-
act solution. We are now looking for the solution by
the method (HPM), by replacing the previous data in
(16)-(L8), we get

Vg = a + bt

vy =a—t+e + bt —
btcost — 1

n = fot fo <t2 L1 (t) + vp_1 (1) cost) dtdg,

bt —acost+2bsint —

Forn = 4,n = 5 and n = 6 we compute h, (t)
and compare the Taylor development of h,, (t) and
Veza (1) in the neighborhood of 0 (atorderl0) .

DL(hy(t)) = a + bt + (%CLJF%)tz N
(Ab+3) 8+ (&b + ) ¢!

+ (00— asb+ ) £+ (ks — s + ) 1°

+ (840“"’ Thisb + 1680) t7 n
(6%0‘1 10080b+8064> t*

+(36ggé§1806 121019661-1-24192) t9 +

91 2279 ) 410
(518400“ + 45360b + 3628800) e

DL(h5(t)) = a + bt + (%a—l—%)tQ n
(3b+3) 8+ (&b + ) ¢!

+ (00— agb+ 5) £+ (k5 — wiao + ) 1°

+ (840a + b+ 1680) t7 n
<6%0“ 100800 + 8064) 8

691 9
+(362880b 12096‘“"24192)75 +

(18?4%300“ + w30l + 3 240) 0.
DL(he (t)) =DL(hs (t)) + o ().
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vl:/t/j(A(t)b+B(t)(a—ba+bt)m—I—C(t))dtdf

(67

equation with nonconstant coefficients Lo (27)
We consider the following problem Vn > 20, = / / (O (¢, €)) dtde (28)
d2U o dv " o (03
T = AL +B(t)v"+C(t),me N*/{1},
{ ’U(doté) _ a()dt () () /{} @<t,§):A(t)%<”Un_1)
dv — ’ m—1
G () = b +B (1) > (H Uk) ,
We can build the following homotopy ko T Fhgn g =n—1 N i=0
v(t,p): I x[0,1] - R and .
ho (8) =Y i (1) (29)

A(t) % (ipivz)

=0

i (ZP vz) =p (ZP ) )

By conformity, we find

d? go _
UO Oég =
d’Ug ) b
vo =a—ba+ bt
1 . d?v; _
p : s =
(A b+ B (t) (a—ba+bt)™ +C (t))

"Example35 m = 2,0 = 0,A(t) = t,B(t) =

et,C(t)=2—2t2 —ttel,a=0 and b = 0.

So we have the following problem :

(ZZ? td” +efv? +2—2t2 —ttet v (0) =0 and
dv(0) = 0.

The exact solution to this problem is given by :

Vewa = 2.

We are now looking for the solution by the method
(HPM), by replacing the previous data in (26)-(29),

v (a) =0 we get

dui(a) _ g vo = Ot 13 4

T v = 2 — 2t% — tlet) dtd
v = éfﬁ(A(t)bJrB(t)(a—baert)l +C(t)dtdg Jo Jo ( Iy (U) 1)’5

2 . d*v d 1 m n n—
D 22 = (t) dfvl -+ B (t) C ’Ul’l)o .
() (agt: 0 t Un = f(] f()f +et Z (H,U ) dtdﬁ,
dvih(‘/a) =0 ko try=n—1
Vg = f,i f(f (A (t) %m + B (1) mvlv{)”*l) dtdg and n
P = AW G + hn () = 301 1)

B (t) (0%11}21}0 + 02 7}1 ’Ug)n 2) Where

v3 () =0 vy =

d’U3(Oé) =0 v = fg’ f() (2 2t2 t4et) dtdf

dt A(t) o1 Y "il dtd
v3 = f(i f§ muavg dtd¢ n=JoJo | @ \Vn-1 S UkoUn—ko—1 .

+B (t) m(m—1) —9 ko=0
+— 1% Thus
n . d*v, __ () (t)
Con = A(t) & (vy-1) - v (1) = fo fo (2 207 et dre
+B (t) Z ( H Uk,i>> v (t) = fo fo (dt (vl) + 2e U0v1> dtd§
(T 03 (8) = o J§ (v + ¢! (20002 + 7)) dtde
Un—-1\x) =
dvn&;(a) =0 v () = fy f(;é (t%% + 2€" (vovs + vlvz)) dtdg
A(t) g (vn-1) vs (t) = [ J§ (tgkva + e (2v0vs + 2v1v + v3) ) dtdg

o= I IS 1

ve (1) = fO fO (tdtv5 + 2¢t (?)01)5 + vivg + 1)27)3)) dtd€.
Forn = 4,n = 5 and n = 6 we compute h, (t)

ko Fhy Foenns + and compare the Taylor development of hy, (t) and

Veza (t) in the neighborhood of 0 (atorder13) .

_ 59,10 251 11
DL(hy (t)) = t* — 53%55t"" — 10880t

m—1

vg = a — ba + bt (26)
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239 t12 2323 t13+0(t13)

870 551200 1o 2603 13 13
DL(hs (t)) = t°— 55575t~ — m7ivaset o (£°)
DL(hg (t)) = 2 + o (t'3)

DL(vezq) = 2 + 0 (t13).

Example 3.6 m = 3

A(t) =t
B(t)=1
C(t)=¢e (244t +2) —t0e3 — 3¢ (t +2)

a=0and b=0.

So we have the following problem :

Cv = 240 4 3 et (244t +2) -
t3et (t +2)

v (0) :Oand%(()) =0.

The exact solution to this problem is given by :

Vega = t2el

exra M

We are now looking for the solution by the method
(HPM), by replacing the previous data in (26)-(28),
we get

vo = a + bt

= Js 5 (A®b+ B (@) (a+bt)°
A(t) g (vn-1)

t663t o

+C(t)) dtdg

Necib Abdelhalim, Rezzoug Imad,
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4L tS 209 9 — 403 403 410
11250551 1 1504O 1156 65)84012 ggg? 347 413 13
T 362 880t 39916 SOOt 518 918400t +o (t )

DLh4()—t2+t3+ sth+ L5+ L6
9 10
+120 +720 +5040t +43 t

11471 411 385549 112 6130067 13 13
2851200t 39916800t 518918400t +O(t )

DLh5()*t2+t3+ t4+ st 4+ 40
1 48 10
+120 + 720t + 5040 + 40320t

11 12 13 13
+362 880t + 3628 800t + 39 916 SOOt +o (t )
DL(Vegq) = t2 + t3 + t + 5 + 5,16

1 47 10
+ 130t t

1
+ 362880

+40320 3 3
+39916800t +o (7).

+1 5040
+ 3628 800

+ 70
tll

4 Laplace transform and
Homotopy-perturbation method

for solving the Telegraph equation
In the following example we expose the Homotopy-
perturbation method (HPM) combined with the
Laplace transformation (LT) to solve a partial differ-
ential equation of order 2.
In the rectangular domain

— e 2 dtde Q=1(0,1) x (0,T) or T < o0.
nJoJo | 1B (1) Z (Hvk> : We consider the following Telegraph equation
ko+ki+ks=2 \i=0 o2 o2 5
Where v v v
L a= — = t 30

w=0 oz a2 TP =, GO

_ t (42 _ 46,3t _ 43t

= Jo Jo (¢ (744t +2) = B =8 (44 2)) dtdS o b initial conditions

t i (’Unfl)

_ [t ¢ n-l ki (2,0) =p(z),0 <z <1 3D

v = JL S ( ) dtde, v(z,0) = (z), ,
+ Z Z vn—kl—lvkl—kovko

J k1=0ko=0 ’Ut(l’, 0) = 1/1(33), O<z< 1, (32)

an
n and the boundary conditions

ha () = vi (t)
- i=0 v(0,t) =n(t),0 <t <T, (33)

us
gl)-m (=0 . ve(0,1) =m(1),0 <t < T, (34)

. 1 =

JoJE (b (1 + 4t +2) — 15e3 — 3¢t (¢ + 2)) dtdE

p2 Loy (1) = fg S5 £ (& (1) + 3vdvn ) dtdg

vs (t) =
Is fO (Pdvr+ 31/21;0 + Bugv? ) dede

vg (1) =
J fo (2 gvs + 3ug08 + 6usonn + vf) dtdg

Vs (t) =
G R I

Forn = 4,n = 5 and n = 6 we compute h,, (t)
and compare the Taylor development of h,, (t) and
Veza (1) in the neighborhood of 0 (atorder13) .

DLh3 (t) = 2 + % 4 §t* + §t° + 5;1°
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where f, ¢, 1, n and m are known functions. «,
and T are positive constants, moreover the functions
() and ¢ (z) satisfying the following compatibility
conditions

¢ (0) = n(0), ¢ (0) = mi(0),

and v (0) = n(0), 4, (0) = m1}(0).

Let us suppose that the function v(z, t) is defined
and of exponential order for ¢ > 0, that is to say
that there exists A, v > 0 and tg > 0 such that
lv(t)| < Aexp (vt) for t > tg. Suppose also that the
Laplace transformation V' (z, s) is exists and given by
the following formula

V(z,s)=LA{v(z,t);t — s}

= [o v (x,t) exp (—st) dt,

(35)
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where s is a positive parameter. Taking the
Laplace transformations on both sides of (30), we get

d*v

W((Evs) =0,

(36)

0 = (ZEB5) Y (g, 5) — L@@+ (s+Hel)
where Fofa:, s)=LA{g(z,t);t —5 s}. Similarly,

we have
V(0,5) = a(s), (37)
Ve (07 3) - b(S), (38)
where
als) = £ {n(t);t — s} (39)
b(s) = L{m(t);t — s}. (40)
By replacing the previous data in (20)), i.e.
t—x
a— al(s)
b — b(s)
A—0
B — $38s
C (&) — _F(&SHM&?(HB)@(@‘
We obtain
Hy(z,5) =) 0O (41)
j=1
2485\ 7L a
©; = (2j11)! (%ﬁ) Jo©©)d
+a(s)+b(s)x

0(€) = (v — ¢!

(z

(£422 (a (s) + b(s) €) — Flasltvle)lotlote))

The solution h,(z,t) can be recovered approxi-
mately from H,, (x, s) by the analytical method or ac-
cordlng to the Stehfest algorlthm [6]. By taking the
inverse £~! on both sides of (41} We obtam the ap-
proximate solution of the problem

4.1 Numerical example

By take
a=1
p=1,
f(x,t)=¢e" (22% + 2t + 1)
p(x) =2’
P(x) = x2 +1
n(t) = te! and m(t) = 0.
So we have the followmg problem
G —afE+py = flot),
U(a: O) = z7
ve(2,0) = 2?41,
v(0,t) = te,
v2(0,8) = 0.
Thus
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f(azt) = (2$ +2t4+1) — F(z,s) =

ey 1) (s + 2s2? —233 +1)
n(x,t) =te! - a(s) = (5_11)2

m(z,t) =0—0b(s) =0.

The exact solution to this problem is given by

Veza (z,t) = (t + 22) €t

We are now looking for the solution by the method
(LT-HPM), by replacing the previous data in (1)), we

obtain .
= (et

(245 fy ©(€)de)+

j=1
08 = (v - (F (22 + 582 - 2)).
Thus
n 1 J—1
n(z,) = L7 <—>'(3+5) )
I (2, 1) (;(23}0 6 (¢) de )+
te

O(¢) = (v — %" (Z (22 +5¢2 - 2))
For t € {0.2,0.67 ,10}, = €

{0.2,0.4,0.6,0.8,1}, and n € {3,5}, we com-
pute h,(z,t) numerically and compare this result
with the exact solution in the tables Tabl, Tab2.

t/x =02 x=04
=02 Vear = 0.293 14 0.4397
o h, = 0.29314 0.4397
oG | Vs =11662 | 1.3318
- h, =1.1662 1.3848
g | Ve =15.014 | 15.96
- h, = 15.074 15.96
o = Z2005 29379
t=10 ;;ax_ 2.5015 919379
n = 705 10-5
t/x x=0.6 x=0.8 x=1
=02 0.68399 1.0260 1.4657
) 0.683 98 1.0259 1.4652
=06 1.7492 2.2594 2.9154
) 1.7492 2.2593 2.9147
b= 9 17.438 19.507 22.167
o 17.438 19.507 22.164
2.98190 2.3436 24229
t=10 29819 29136 919238
TSy 10-5 10-5 10-5
t/x =02 x=04
=02 Vear = 0.293 14 0.4397
o h, = 0.29314 0.4397
¢t =06 Vear = 1.166 2 1.3848
’ h, =1.1662 1.3848
f—9 Veazr = 15.074 15.96
- h, = 15.074 15.96
o = Z2005 29379
t=10 ;lax_ 2.5015 919379
n = 105 10-5
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t/x x=0.6 r=038 x =
=02 0.68399 1.0260 1.4657
o 0.68399 1.0260 1.4657
t =06 1.7492 2.2594 2.9154
- 1.7492 2.2594 2.9154
PR 17.438 19. 507 22.167
- 17.438 19. 507 22.167
29819 73136 24229
t=10 219579 218436 2139

10-5 10-5 10-5

Tab2: n = 5.

4.2 Conclusion
In this paper, He’s homotopy perturbation method has
been successfully applied to find the solution of the
second order differential equation with non-constant
coefficients. The method is reliable and easy to use.
The main advantage of the method is the fact that it
provides its user with an analytical approximation, in
many cases an exact solution, in a rapidly conver-
gent sequence with elegantly computed term. Know-
ing that the convergence of this series is demonstrated
in this paper. Then, by using this method and by in-
troducing the Laplace transformation technique with
the Stehfest algorithm, we were able to solve the tele-
graph problem with the Dirichlet boundary condi-
tions.

Acknowledgements

The authors thank the referees for their careful
reading and their precious comments. Their help is
much appreciated.

References:

[1] A. Necib and A. Merad. Laplace transform
and Homotopy perturbation methods for solving
the pseudohyperbolic integro-differential prob-
lems with purely integral conditions. Kragu-
jevac Journal of Mathematics. Volume 44(2),
Pages 251-272. 2020.

[2] A. Necib and A. Merad. Problémes aux limites
avec conditions non locales. These de Doctorat.
Universit¢ Oum El Bouaghi. http://hdl.han-
dle.net/123456789/6591. 2018.

[3] A. Necib and M. Bouzit. Probléme mixte avec
condition non locale pour une équation différe-
nielle aux dérivées partielle d’ordre cinq de type
mixte. Mémoire de Magister. Université Oum El
Bouaghi. 2009.

[4] He, J.H. New Interpretation of Homotopy Per-
turbation Method. International Journal of Mod-
ern Physics B, 20, 2561-2568, 2006.

[5] He, J.H. Homotopy perturbation method: a new
nonlinear analytical technique. Applied Mathe-
matics and Computation 135 (1): 73-79, 2003.

E-ISSN: 2224-2678

303

Necib Abdelhalim, Rezzoug Imad,
Benbrahim Abdelouahab

[6] H. Stehfest. Numerical Inversion of the Laplace
Transform, Comm. ACM 13, 47-49, 1970.

[7] J.H. He. Limit cycle and bifurcation of nonlin-
ear problems, Chaos Soliton. Fract.26 827-833,
2005.

[8] J.H. He. The homotopy perturbation method for
non-linear oscillators with discontinuities. Appl.
Math. Comput. 151(1), pp. 287-292, 2004.

[9] J.H. He. A coupling method of homotopy tech-

nique and perturbation technique for nonlinear
problems, Int. J. Nonlinear Mech. 35 (1)37-43,
2000.

[10] J. H. He. Homotopy perturbation technique.

Computer Methods in Applied Mechanics and
Engineering.178:257-262, 1999.

[11] Liu, G.L. New research directions in singu-

lar perturbation theory: artificial parameter ap-
proach and inverse-perturbation technique. Pro-
ceedings of the 7th Conference of moder, 1997.

[12] Liao, S.J. Boundary element method for gen-

eral nonlinear differential operators. Engineer-
ing Analysis with Boundary Elements 20 (2):
91-99, 1997.

[13] Liao, S.J. An approximate solution technique

not depending on small parameters: a special ex-
ample. International Journal of Non-Linear Me-
chanics 30 (3): 371-380, 1995.

Contribution of Individual Authors to the
Creation of a Scientific Article (Ghostwriting
Policy)

We confirm that all Authors equally contributed in
the present research, at all stages from the
formulation of the problem to the final findings and
solution.

Sources of Funding for Research Presented in a
Scientific Article or Scientific Article Itself
No funding was received for conducting this study.

Conflict of Interest
No conflict of interest to declare

Creative Commons Attribution License 4.0
(Attribution 4.0 International, CC BY 4.0)

This article is published under the terms of the
Creative Commons Attribution License 4.0

https://creativecommons.org/licenses/by/4.0/deed.en
us

Volume 22, 2023



	Introduction
	Homotopy-perturbation method
	Homotopy perturbation method for a second-order differential equation with non-constant coefficients
	Statement of the problem
	Homotopy-perturbation method
	Study of the convergence of the previous series
	Special case : The coefficients A and B are constant

	Numerical example
	Homotopy perturbation method for a nonlinear second-order differential equation with nonconstant coefficients


	Laplace transform and Homotopy-perturbation method for solving the Telegraph equation
	Numerical example
	Conclusion




