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Abstract: Surveillance videos are becoming immensely popular nowadays due to the increasing usage of surveillance
systems in various places around the world. In such applications, cameras capture and record information over
long durations of time, which result in large quantities of data, necessitating specialized compression techniques.
Conventional video compression algorithms are not sufficient and efficient enough for such videos. In this paper, a
novel two-stage compression system for surveillance videos is proposed that can automatically adapt the compression
based on the semantic content of the video data. The initial stage consists of an “intelligent interesting event detector”
that discards groups of frames in which no interesting events are detected, effectively reducing the size of the video
without any loss in video quality. The removal process is robust to minor illumination variations and other small
periodic movements. In the second stage, the remaining frames are compressed by HuffYUV codec which is a
lossless compression scheme. Results indicate that compression ratios that can be achieved by our system are very
encouraging and we demostrate the effectiveness of our system on seven different surveillance videos consisting of
a wide range of scenerios.
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1 Introduction
Surveillance videos are extensively utilized in domains
such as access control in airports [1], traffic monitor-
ing [2] and human activity recognition [3]. In many of
these applications, cameras capture information over
extended periods of time, ensuing in bulky amounts
of data [4, 5]. Such large amounts of records require
compression techniques that are not only efficient but
also suitable for the domain of surveillance.

Conventional image and video compression tech-
niques are not adequate for compressing for surveil-
lance videos. Compression techniques should take
advantage of both spatial and temporal redundancies
present in the data. In contrast to spatial redundancy,
which has been comprehensively studied in the im-
age compression field, temporal redundancy has re-
ceived less attention. The majority of video com-
pression techniques are intended for general purpose
videos [6, 7, 8, 9, 10]; for example, where no assump-
tions about scene structure or camera motion can be
made. However, for surveillance purposes, videos are
typically captured from fixed cameras, resulting in
large amounts of temporal redundancy due to high
inter-frame relationship. Therefore, proper techniques
can be systematically applied to attain very high com-

pression ratios without losing critical and meaningful
information.

2 Related Work
Meessen et al. [11] propose an object based video cod-
ing system using MPEG 2000 in order to store and de-
liver surveillance video over low bandwidth channels.
They attempt to improve the average bitrates or quality
ratio of delivered videos when cameras are static. The
system developed transmits only Region of Interests
(ROIs) of each frame as well as an automatic estima-
tion of the background at a lower framerate in two
separate Motion JPEG 2000 streams. This technique
allows better video quality and reduced client CPU us-
age with negligible storage overhead. Unlike [11], our
approach does not require splitting into separate mo-
tion channels and therefore more efficient and simple
to implement, while at the same time achieving much
better compression ratios for surveillance videos.

Some authors [12, 13] deal with JPEG 2000 cod-
ing or transmission based on the ROI feature and the
multi-layer capability provided by this coding sys-
tem. Those approaches allow delivering more quality
for mobile objects (or ROI) than for the background
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when bandwidth is too narrow for a sufficient video
quality. This approach is however different from our
work in that it requires setting manually several hyper-
parameters that indicate which layer to insert for each
ROI feature. This set of hyper-parameters can be sen-
sitive, difficult to set manually and inefficient when
there are a lot of uninteresting events that occur in the
videos. In contrast, in our work, there are only a few
parameters to be set and this can be done in a robust
way.

In [14], Liu et al. designed a wavelet-based ROI
and FOI (Frame of Interest) scheme in order to achieve
higher compression ratios. In their design, high priority
to ROI or FOI was given by allocating more bits than
others. The video compression can be implemented
for the cases with some period of clips of low quality
and some periods of clips of high quality only at the re-
gions of interest. The advantage of their scheme is that
it works not only for arbitrary shaped ROI but also for
any combination of different wavelet filters and transla-
tion variant and translation invariant wavelet transform.
It is also practical to different kinds of filters, with or
without down-sampling, and can be combined with
many useful techniques. A limitation of their method
is that it may be computationally expensive and the
resulting compression ratios may not be very high in
long surveillance videos.

An object-based video compression system us-
ing foreground motion compensation for transmission
of surveillance videos was proposed by Babu and
Makur [15]. The moving objects are segmented from
the background, assumed to be known before hand, by
using an edge-based technique. Then, the objects in the
current frame are motion compensated according to the
previous frame and the resulting error is encoded by a
shape adaptive discrete cosine transform. A drawback
of such an approach is that it is not robust to incor-
rect foreground segmentation; therefore, information
regarding moving objects might be lost.

Hakeem et al. [16] propose another object-based
approach, where object models are learned while com-
pression is performed. Each object is modeled by a
few principal components obtained by principal com-
ponent analysis (PCA). As in [15], they assume that
the foreground segmentation is given.

Instead of performing compression based on
whole objects, Nishi and Fujiyoshi [17] propose a
method based on pixel state analysis. Although it is
possible to restore the intensity of pixels belonging to
moving objects, the location of the whole object is not
directly extracted from the compressed data. Addition-
ally, key frames need to be saved every few seconds
to adapt to ambient illumination changes. Despite this
method taking advantage of the temporal redundancy
in both background regions and moving objects by

looking at variations over time, the reduction in spa-
tial redundancy is not considered since each pixel is
separately encoded.

While [17] considers variations on pixels, the
method proposed by Iglesias et al. [18] represents an
entire frame using its projection on the eigenspace
computed from a reference frame. In the case of small
variations, only a few coefficients need to be stored.
However, when major changes take place in the scene,
the eigenspace for large regions needs to be updated.
They try to overcome this problem by dividing the
video into groups of frames and creating an eigenspace
for each, assuming small variations within a group of
frames.

Recently, Dey and Kundu [19] propose to extract
features from videos coded with high-efficiency video
coding (HEVC) to help with foreground extraction and
segmentation. Their goal is however different from our
work in that they are interested in using a compressed
video to help with object segmentation whereas we
are interested in video compression as the end goal.
Zang et al. [20] exploits the static background nature
of surveillance videos for the purpose of video com-
pression. However, their approach still takes the un-
interesting regions into account in the compression
resulting in only about twice the compression ratio
compared to standard compression schemes whereas
our approach can generate compressed video with sig-
nificantly better compression ratios.

3 Contributions
Our contribution in this paper is four-fold:

1. We propose a video compression algorithm that
can automatically adapt the compression based
on the semantic content of the surveillance video
data.

2. Our approach is simple to implement and does
not require expensive hardware to deploy, poten-
tially enabling it to be implemented on personal
computers, laptops or even mobile phones.

3. We formulate and present a novel algorithm for
interesting event detection for surveillance videos.

4. The compression algorithm can compress and pro-
cess videos either online and offline in theory.
However, in this paper, we only show empirical
results for the offline case. Online can be ex-
tended without major changes in the future.

5. Our approach integrates video compression and
computer vision techniques to achieve significant
compression ratios for surveillance videos. For
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certain videos, our algorithm outperforms state-
of-the-art methods by several orders of magnitude
and for others, it improves the state-of-the-art by
at least 6.5 times.

4 Our Method
Let a surveillance video V be a sequence of T number
of frames:

V = {I1, I2, I3, . . . , IT } (1)

where It ∈ [0, 1]M×N is the t-th frame in the video
where M and N are the height and width of a video
frame respectively. Let I(i,j)t represents the grayscale
intensity value of the row i and column j of the t-th
frame. If the frame has color pixels, they are converted
to grayscale temporarily. We form a matrix of sets of
values for each (i, j) position across all t = 1 to t = T .
That is,


d(1,1) d(1,2) d(1,3) . . . d(1,N)

d(2,1) d(2,2) d(2,3) . . . d(2,N)

...
...

...
. . .

...
d(M,1) d(M,2) d(M,3) . . . d(M,N)

 (2)

and the set of values for each matrix entry is given by:

d(i,j) = {I(i,j)t | t ∈ {1, 2, . . . , T}} (3)

Therefore, each entry d(i,j) can be thought of a
slice at position (i, j) through the temporal sequence
of the entire video V .

We now independently fit a probability distribution
on each set d(i,j). Thus, there will be a total of M ×
N probability distributions. Let a prior probability
distribution on parameters θ(i,j) for the probability
distribution of d(i,j) be:

p(θ(i,j)) =
K∑
k=1

φ
(i,j)
k N (µ

(i,j)
k ,Σ

(i,j)
k ) (4)

The prior probability distribution represents the
prior belief or knowledge before observing any data.
The posterior distribution is given by:

p(θ(i,j)|d(i,j)) =
K∑
k=1

φ̃k
(i,j)N (µ̃

(i,j)
k , Σ̃

(i,j)
k ) (5)

The latent parameters φ̃k
(i,j)

, µ̃
(i,j)
k and Σ̃

(i,j)
k

are learnt using the Expectation Maximization algo-
rithm [21] which optimizes the latent variables to ob-
tain the maximum likelihood solution for a statistical
model by repeatedly alternating between fixing the la-
tent variables in one set and optimizing another set, and
fixing the second set of latent variables and optimizing
the first set. Although the resulting solution is only
guaranteed to be a local optimum, we run the algorithm
several times with different initializations and take the
best optimum to maximize the probability of finding
an optimum that is close to the global optimum.

After the latent parameters have been obtained, we
can write the distribution as

p(I
(i,j)
t |θ(i,j)) =

K∑
k=1

φ̃k
(i,j)

g(I
(i,j)
t |µ̃(i,j)

k , Σ̃
(i,j)
k )

(6)
where the function g(·) is defined as:

g(I
(i,j)
t |µ̃(i,j)

k
, Σ̃

(i,j)
k

) =

exp

(
− 1

2

(
I
(i,j)
t − µ̃

(i,j)
k

)T (
Σ̃

(i,j)
k

)−1 (
I
(i,j)
t − µ̃

(i,j)
k

))
√

(2π)k
∣∣∣Σ̃(i,j)

k

∣∣∣
(7)

The probability density function p(I(i,j)t |θ(i,j)) de-
rived in Equation 4 can be considered as a variation of
the Gaussian Mixture Model which has been used in
various machine learning applications [22, 23, 24, 25].
Here, the number of mixture components is equal to
K. In order to determine the value K, we adopt the
Bayesian Information Criterion (BIC) [26] which not
only encourages p(θ(i,j)|d(i,j)) to fit to d(i,j) well but
also penalizes models of higher complexity.

Now, for each frame It ∈ V , we introduce the
interest criterion qt which is computed as follows:

qt =
M∑
i=1

N∑
j=1

p(I
(i,j)
t |θ(i,j)) (8)

We then smooth the sequence [qt]
T
t=1 using expo-

nential smoothing of the form:

qt ← α · qt + (1− α) · qt−1 (9)

where 0 < α < 1 corresponds to the smoothing factor.
This has the effect of reducing any errors or noises in
[qt]

T
t=1. We now form a new video Vc where

Vc = {It | qt ≥ qthresh} (10)

This corresponds to removing the groups of frames
for which the interest criterion qt is less than qthresh.
The threshold qthresh is automatically found in a robust
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Figure 1: Overview of our proposed intelligent compression system.

Un Ours Huff Lag
Input 1.avi 896.00 26.30 458.03 349.45
Input 2.avi 69.20 0.03 35.86 26.08
Input 3.avi 527.00 19.50 244.39 222.77
Input 4.avi 65.90 0.02 34.31 26.96
Input 5.avi 728.00 11.90 354.93 283.15
Input 6.avi 491.00 23.80 270.75 197.19
Input 7.avi 547.00 35.40 265.69 230.68

Table 1: Comparison in terms of size (MB)
of compressed video output. Un=Uncompressed,
Huff=HuffYUV, Lag=Lagarith.

way using Otsu’s method [27]. After this, HuffYUV
lossless compression is applied on Vc as follows:

Vc ← HuffYUV(Vc) (11)

where the resulting Vc is a high quality video that only
contains meaningful video parts that will be of use for
surveillance purposes. The flow chart of our method is
shown in Figure 1.

5 Results and Discussion
For this paper, the inputs to our proposed system are
surveillance videos. One important requirement for

Surveillance video input
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Figure 2: Comparison in terms of size (in MB) of the
compressed video output.
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Figure 3: Comparison in terms of compression ratio
achieved in the output video.
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Figure 4: Comparison in terms of compression ratio
(in log space) achieved in the output video.

Surveillance video input

In
pu

t_
1.

av
i

In
pu

t_
2.

av
i

In
pu

t_
3.

av
i

In
pu

t_
4.

av
i

In
pu

t_
5.

av
i

In
pu

t_
6.

av
i

In
pu

t_
7.

av
i

#
 o

f 
fr

a
m

e
s
 i
n
 o

u
tp

u
t 
v
id

e
o

0

500

1000

1500

2000

2500

3000

3500

4000

4500

Uncompressed

HuffYUV

Lagarith

Ours

Figure 5: Comparison in terms of the number of frames
in the video output.

Un Ours Huff Lag
Input 1.avi 1.00 34.07 1.96 2.56
Input 2.avi 1.00 2713.73 1.93 2.65
Input 3.avi 1.00 27.03 2.16 2.37
Input 4.avi 1.00 2928.89 1.92 2.44
Input 5.avi 1.00 61.18 2.05 2.57
Input 6.avi 1.00 20.63 1.81 2.49
Input 7.avi 1.00 15.45 2.06 2.37

Table 2: Comparison in terms of compression ratio
achieved in the output video. Un=Uncompressed,
Huff=HuffYUV, Lag=Lagarith.

Un Ours Huff Lag
Input 1.avi 4080 2382 4080 4080
Input 2.avi 315 1 315 315
Input 3.avi 2400 1188 2400 2400
Input 4.avi 300 1 300 300
Input 5.avi 3315 912 3315 3315
Input 6.avi 2235 1476 2235 2235
Input 7.avi 2490 2316 2490 2490

Table 3: Comparison in terms of number of frames
in output video. Un=Uncompressed, Huff=HuffYUV,
Lag=Lagarith.

these videos is that they should be uncompressed in
the first place to fully analyze the workings of the
compression system. This is the main reason why
the input test videos had to be manually recorded and
why test videos could not be simply obtained from
the Internet or publicly available databases. Although,
there are surveillance videos available online, they are
not usually suitable as inputs for this research because:

1. They are already compressed to a high degree.
Therefore, they are already of low quality and
there is no point in compressing any further.

2. If they have not been compressed to a high degree,
the file sizes could be extremely large for long
videos, making it infeasible to download them
from the Internet.

We capture seven uncompressed surveillance
videos with each video recorded in different scenar-
ios and exhibiting various levels of challenges. All of
them have the same container (AVI), frame-rate, video-
sample-size and frame resolution. The details of the
videos are as follows:

• Input 1.avi: Simple scene with humans
walking into and out of the scene and conduct-
ing various activities such as sitting down.
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Figure 6: Frame samples from input survelliance
videos.

• Input 2.avi: Complex scene with curtain
moving with no humans present in front of the
camera for the whole video.

• Input 3.avi: Complex scene with curtain
moving with humans going in and out of the
scene.

• Input 4.avi: Complex scene with varying il-
lumination and no humans are present in front of
the camera for the entire video.

• Input 5.avi: Complex scene with varying il-
luminations and humans going in and out of the
scene performing routine activities in an indoor
situation.

• Input 6.avi: Another complex scene with
varying illuminations with humans going in and
out of the scene performing house chores.

• Input 7.avi: Complex scene with varying il-
luminations and humans going in and out of the
scene, and involving a greater distance between
the camera and the scene.

Frame samples from each of these videos are
shown in Figure 6. To compare our method with rele-
vant state-of-the-art lossless video compression algo-
rithms, the following experiments are conducted:

• Uncompressed: The original videos without
any compression.

• HuffYUV: The compression algorithm of Ben
Rudiak-Gould [28] which is similar to lossless
JPEG. In particular, we use HuffYUV 2.1.1.

• Lagarith: An lossless open source compres-
sion technique by Ben Greenwood [29]. We use
Lagarith version 1.0.0.1.

• Ours: The lossless intelligent video compression
algorithm proposed in this paper (see Section 4).

We use compression ratio, βr, as the main evalua-
tion criterion and it can be defined as:

βr =
h(V)
h(Vc)

(12)

where h(·) is the function to get the size of a video
and as defined earlier in Section 4, V is the input un-
compressed surveillance video and Vc is the resulting
compressed video output.

We compare our results (i.e. Ours) with two most
relevant state-of-the-art techniques (i.e. HuffYUV and
Lagarith). The baseline is Uncompressedwhich
can also be considered as the lower-bound for our study
since any compression algorithm should be better than
Uncompressed, i.e. βr should be at least > 1.

For each of the input surveillance videos, the re-
sulting output video size obtained after different video
compression techniques are shown in Figure 2. In or-
der to facilite more precise comparisons, we also give
the raw size values in Table 1. From this, it can be seen
that for all input surveillance videos Input 1.avi to
Input 7.avi, Ours results in the smallest output
sizes. In fact, for Input 2.avi and Input 4.avi,
the output sizes are almost zero due to the fact that,
as described earlier, these videos do not contain any
interesting events (i.e. no humans present at all). There-
fore, Ours has automatically adapted the compression
algorithm to exclude these portions in an “intelligent”
way.

The compression ratios are compared in Figure 3
and Table 2. From these, it can be seen more clearly
that Ours significantly outperforms state-of-the-art
techniques. In fact, the largest compression ratio ob-
tained by Ours is 2928.89 which is much higher than
that of the competing approaches (which achieves
2.57). Here, again it can be observed that Ours au-
tomatically adapts the compression ratio based on the
actual contents and semantic meaning of the input
videos. Since Ours outperforms state-of-the-art by
several orders of magnitude, for Input 2.avi and
Input 4.avi, in Figure 3, they dominate the graph.
Therefore, we take natural log of the compression ra-
tios and plot these in Figure 4. But these values should
not treated as “compression ratios” anymore. How-
ever, Figure 4 shows how much effective Ours is in
compressing surveillance videos.

For completeness, we also show the number of
frames in each output video in Figure 5 and Table 3.
It can be seen that Ours automatically detect the best
number of frames to reduce in the output videos achiev-
ing great compression ratios (as described earlier)
whereas for state-of-the-art compression techniques,
they do not have this feature. For Input 2.avi and
Input 4.avi, Ours automatically generate only 1
frame for the output videos as there are no interesting
events in those videos and only frame is sufficient to
summarize the entire videos.

WSEAS TRANSACTIONS on SYSTEMS Kyaw Kyaw Htike

E-ISSN: 2224-2678 173 Volume 16, 2017



6 Conclusion and Future Work
In this paper, we have proposed an intelligent video
compression algorithm that automatically adapts to the
content of the input video and that significantly outper-
forms relevant state-of-the-art techniques. Our method
is simple to implement and incorporates techniques
from the field of computer vision to the area of surveil-
lance video compression to achieve very encouraging
results which have been demonstrated empirically on
seven different surveillance videos in a wide range of
settings and complexity.

As future work, there are many interesting re-
search directions that can be extended from this paper;
firstly, more sophisticated interesting event detections
can be investigated to see how much compression ra-
tios are improved. Secondly, there is an opportunity
to apply the method proposed in this paper to many
different types of surveillance videos such as the ones
recorded at airports, shopping malls and parking lots.
Moreover, even though our algorithm could potentially
be used for outdoor surveillance videos involving vari-
ous categories of objects and complex activities, there
is a chance for a more detailed study on this.
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