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Abstract: - In this papers, a new approach for faults detection and diagnosis in observable data system wind 

turbine - permanent magnet synchronous generator (WT-PMSG), the studying objective, illustrate the 

combination (SOM- PCA) to build Multi-local-PCA models faults detection in system (WT-PMSG), the 

performance of the method suggested to faults detection and diagnostic in experimental data, finding good 

results in simulation experiment. 
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1 Introduction 
Wind energy is becoming an important 

consideration in the planning and development of 

the modern electric system. In the past decade, grew 

output of wind energy strongly, and was faster than 

the combination of all other forms of electrical 

energy,  in this scientific boom, and the remarkable 

growth in wind turbines,  in 2010  the wind energy 

industry installed more turbines than all previous 

years combined. 

The wind energy tends to be one of the perfect 

renewable energy options, this is due to a number of 

factors, including the fact that wind stations are 

much quicker in design, construction, pollution, 

least expensive and permission than traditional 

stations[1]. 

Recently, the main objective of the wind energy 

is to be more economically, with increase profits 

and reduce costs, including costs associated with the 

maintenance of wind turbines, which it exploit the 

important weight of the costs[2,3]. 

Typically, wind farms installation studies do not 

provide all protection conditions. For this reason, 

the necessity of fault detection methods is caused in 

the wind energy field. Where the different possible 

faults in these systems can cause fatigue and 

damage in all components [4,5], the fundamental 

components wind turbine shown in Fig 1. 

The WT maintenance statistics available shows that 

the frequency of faults by component are not equal 

[7,8] ‘’Fig 2’’, where some components are more 

sensitive to faults, and others produce more 

downtime [4,5], where in recent years studies 

mention the three most contributor’s components to 

damages in wind turbine are: rotor, blades, and 

electric generator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.  Wind turbine Components [6]. 

 

In literature, the diversity of WT components and 

their faults [4,6,7,8](damages of generator windings, 

short-circuit and over voltage of electronics 

components, transformer….etc) requires variety of 

fault detection methods such as the data analysis and 

vibration analysis. 

The faults detection and diagnosis in wind 

turbines at an early stage is very important for the 

procedures maintenance and protection of the costly 

systems against faults, because these procedures can 

reduce outage time and can prevent errors greater 

can lead to damage in system. 

WSEAS TRANSACTIONS on SYSTEMS Mohamed Lamine Fadda, Abdelkrim Moussaoui

E-ISSN: 2224-2678 159 Volume 16, 2017

mailto:fadmamfad@yahoo.fr
mailto:a_k_moussaoui@yahoo.fr


 Fig 2. Failure rate of wind turbine components. 

Faults detection in WT-PMSG is a theme 

concerned by the research community, these 

methods are generally based on data exploration and 

analysis techniques, compression, data space 

transformation representation and neural network 

models. 

In recent years, SOM and PCA are famous 

multivariate classification techniques used in fault 

detection. the idea is to define the projection of 

process data on a lower dimensional variable space, 

and extracting information without loss of useful 

information far noises, to greatly simplify the 

process monitoring procedure and acquire easily the 

faults detection steps after comparison between 

similar ideal systems. Where the principal 

advantage of this method is in depending on 

historical and operational data without need for a 

thorough knowledge of the complicated process. 

The advantage of this technique can be in the 

remedy the problem posed by nonlinear relations in 

observable data, without need for a thorough 

knowledge of the complicated process, this method 

counter to old techniques, such as PCA [9], we 

propose a new nonlinear process monitoring 

technique based on Self Organized Map (SOM) 

Algorithm and PCA to solve the problem posed by 

nonlinear relation in observable data and 

nonstationary data. 

Generally, in this paper two studies are given to 

analyze system data. First, simulation study, explain 

the time domain detection techniques, second 

explain the frequency domain diagnosis techniques 

and classification vibration signals. 

 

 

2 Wind turbine modelling  
The power extracted from the wind by a 

wind turbine is given by [10-12] the following 

formula : 

pwpwt CVR
1

P 32

2
  (1) 

Where pR is the blade radius of the wind turbine, 

wV is the wind speed,   is the air density, and pC is 

the power coefficient.  

The torque that can be recovered on the turbine 

shaft is calculated by [11,13] the following formula: 
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Where the torque coefficient )(TC  can be 

approximated by the following sixth order 
polynomial function [11] as following: 
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(3) 

The tip speed ratio is defined as  

wV

R
  (4) 

Where,  is the mechanical angular velocity of the 

turbine rotor. 

and the pC  equations is given by: 

)( Tp CC   (5) 

 

 

3 Synchronous Generator Modelling 
This paper presents the model of permanent magnet 

synchronous generator based on wind energy 

conversion system. We use the park model. Then, 

the PMSG model is given as follows [13]: 

qqr
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Where dv , qv , di , qi are respectively the  

magnitudes  of  stator voltages and currents on the 

axes d,q, also, em  is the torque of  PMSG,   is 

The  rms of the  flux generated by  the rotor  and 

which  passes through the armature windings, qL is 

q axis inductance ,   dL  is d axis inductance,   sR  is 

the resistance of a stator phase ,   r  is the  

pulsation of the  rotor field, which is  related to 

the rotation speed of the rotor    by  pr  , 

and p  is the quantity of poles pair. 

The dynamic equations are given by:  
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Where J  is the inertia of rotor, rF is the friction of 

rotor and rotor angular r . 

Today, in the world of renewable energy, 

synchronous generators play an important position 

due to their widely use in the field of wind energy.  

Hence, faults detection in synchronous generators 

are decisive to the reliability of wind turbines [14]. 

To help the preventive maintenance of these 

generators, the most important step is the early 

detection of defects, and without a stop or 

interruption in their operation. 

 

  

4 Principal Component Analysis  
PCA is a data analysis method based on a simple 

transformation of collected data (observations 

without fault), stored in a reduced and normalized 

matrix 
mnX  , to produce statistically 

independent score variables, stored in 
mnT  [15-

17]. 
TTPX    (11) 

Where, T  and P  are known as are the 

matrix of the principals components (PCs) and 

eigenvectors, respectively, from the spectral 

decomposition of the covariance matrix  of X : 
TPP  (12) 

m

T IPP   (13) 

Where   is the diagonal matrix composed 

of m  eigenvalues in descending order. 

By projecting the original information onto a lower 

dimensional space m ,  X can be decomposed 

as the following equation: 

EXX  ˆ  (14) 

Where 

TPTX ˆˆˆ  and 
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And  
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With   
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(17) 

 the residual matrix E can  as following : 

)ˆˆ(ˆ TPPIXXXE   (18) 

where 
 nT̂  and 

 mP̂  are the matrix of the 

principals components and eigenvectors, 

respectively of the main sub-space, 
)(~  mnT  

and 
)(~  mmP are the matrix of the principals 

components and eigenvectors, respectively of the 

residual sub-space. 

The number of proper principal components 

  can be determined by different methods, such as, 

the accumulated contributions of the principal 

components, VNR (unreconstructed variable) or 

cross validation [17]. 

 

 

4.1 Faults Detection   
    Process monitoring is based on the two statistics 

called 
2T and SPE respectively [17]. 

The Hotelling 
2T statistic, based on the first  PCs, 

is defined as : 

TT XPPXT ˆˆ 12   (19) 

And the confidence limit for 
2T at significance level 

)1(  are related to the F-distribution as follows: 
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the squared prediction error SPE  or Q  statistic 

indicates the correspondence of each sample to the 

model, measured by the projection of the vector 

samples in the residual subspace. The prediction 

from the PCA model is given by [17]: 
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2
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The process is considered in normal situation if: 
2
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Where 

 
2

  is the detection threshold of SPE  significance 

 level.  
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c are the confidence limits for the (1-α) percentile 

in a standard normal distribution. These confidence 

limits are calculated based on the assumptions that 

the measurements are time independent and 

multivariate normally distributed. 

 

 

5 Self-Organizing Maps (SOM) 
Self-organizing maps provide an alternative to PCA 

that is accommodating nonlinear relationships in the 

dataset [18, 19]. 
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SOM is a method data analysis to complement 

traditional linear techniques without replacement, 

although it provides additional power for nonlinear 

datasets [19]. 

As SOM algorithm is a method of nonlinear 

projection, it effectively classify data into different 

clusters, without any explicit modeling of the 

system [18,19].  

The formation of  SOM is iterative  time process 

that converges to centroids of input vectors X , the 

index of the winner class is defined on the basis of 

the most widely used distance, the Euclidean 

distance between X and W , with calculation of the 

minimum distance[9, 19-21]. 

   min i
i

c WXWX    (25) 

Where iW is the winner prototype and i is the 

index of the winner class. 

Through a similarity measure and update the values 

of the vectors of the winning prototype 
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)(t  is the learning rate and cN  the neighbors of 

class c. 

Equations of updated prototype can be as follow: 
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After define the optimized vector, the 

classification of the input data   (without faults) is 

obtained in model saint, this classification can be 

characterized by the distances between the input 

data and their prototypes. On this concept the 

proposed method fault detection was been based. 

 

 

5.1 SOM Fault Detection   
This paper presents the case of modeling 

used the SOM algorithm, where the input data 

corresponding to a normal data has been used to 

train the SOM. This data can be represented by 

normal model formed with different classes; this last 

is characterized by their prototypes and detection 

threshold. Once, the model is ready, it is exposed to 

the actual data from the system under unknown 

state. The data points are injected and classified 

onto the precedent model to describing the current 

state of the system. This information can be used for 

fault detection. 

-Threshold dS : For the detection of defective data, 

threshold is used; it is a distance iD interval that 

defines the class containment of data. 

This data is abnormal if the distance 

between the prototype of class and the data exceeds 

the detection threshold. 

   min i
i

d DS    
(28) 

Where 

cii PxD    (29) 

cP  is the prototype of the class c. 

The detection threshold is defined by the maximum 

distance can cover the class to contain data, consider 

the actual data from the system )( txi  

If     dcii SPxD                                        

             ix  is abnormal. 

Else       ix  is normal. 
(30) 

After determine the threshold detection, this method 

can used in real time, where )( txi  can be a new data 

classified in c , and cP is the prototype of the class 

c. 

 
Fig 3. Fault detection (SOM) algorithm. 

 

 

6 Multi-Models SOM-PCA 
The nonlinear PCA is an extension of the 

linear PCA [22]. While this latter seeks to identify 

linear relationships between the variables of the 

process, the purpose of the non-linear PCA is to 

extract both linear relationships and analyze 

nonlinear data[23].  

 

 

6.1 Multi-PCA Models 
We propose in this work, a nonlinear model 

can be combining several PCA-linear models. The 

idea of this approach is to understand the nonlinear 

behavior of a system by a set of local models (PCA-

linear). 

WSEAS TRANSACTIONS on SYSTEMS Mohamed Lamine Fadda, Abdelkrim Moussaoui

E-ISSN: 2224-2678 162 Volume 16, 2017



The concept of multi-model introduces the 

definition of the use of the PCA in different 

operating zones. To determine the different local 

models [9], the Kohonen algorithm (SOM) is used 

for the classification of data, each class data supply 

the PCA to determine the sub-model and 

subsequently detect anomalies by different indices 

detection study in “Fig 2”. Also, the proposed 

method can used in real time, with fixing the class 

correspond the new measure and examine it state if 

it normal or defected.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. The sketch map of the fault detection. 

 

The concept of multi-model introduces the 

definition of the use of the PCA in different 

operating zones. To determine the different local 

models [9], the Kohonen algorithm (SOM) is used 

for the classification of data, each class data supply 

the PCA to determine the sub-model and 

subsequently detect anomalies by different indices 

detection. Also, the proposed method can used in 

real time, with fixing the class correspond the new 

measure and examine it state if it normal or 

defected.  

 

 

6.2 SOM-PCA FFT diagnosis  
To assess the performance of the method previously 

proposed, with integration in bearing fault diagnosis, 

where SOM-PCA algorithm used to reduce the data 

size (without losing any important characteristic 

data), to modeling data, and calculate residuals, 

however, insurance the frequency domain analysis 

by FFT method, according to [24], extract the 

characteristics of a spectrum through the relative 

spectral entropy rH and the gravity frequency cF ,  

and classification the nature of signal by SOM 

(defect identification) . 

 ))(log()()( XXXH     (31) 

Where X  is the spectral sequence of the time 

series, and 
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Fig 5. SOM-PCA FFT diagnosis. 

 

 

7 Results and Discussion 
7.1 Simulation study 
 The feasibility of the proposed method is evaluated 

using signals derived from the modeling the system 

WT-PMSG outputs (currents in three phases) in 

normal case, and with created faults.  

 

Table 1. Simulation parameters PMSG WT System 

Parameters PMSG WT 

pR  3 [m] 

wV  9 [m/s] 

  1.25 [kg/m3] 

dL  0.0273 [H] 

qL  0.0213 [H] 

sR  0.75 [Ω] 

p  3  

J  0.2 [kg.m2] 

Measured data (x) 

Multi-Model PCA 

Detection  

Classification  

Reference data (x) 

Kohonen  (SOM) 

Algorithm 

Indices 

Detection 

New data (x) 

F
au

lt d
iag

n
o
sis 

Data (x) 

Residual   

SOM- PCA 

FFT   

Classification SOM-PCA 

Hr  Fc   
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Considered faults 
the simulated defects on resistance due to an 

increase in temperature will be studied. Considered 

fault is increases by nT  of the stator resistance 

value SR , the resistance versus the temperature is 

expressed as : 

nSST TRR    (35) 

SR is the resistance value at  CTn  25 ,   is the 

temperature coefficient of the resistance and  nT  is 

the temperature variation [25].  

In this paper, three observable signals output 

(currents) used in simulation, to offer good 

graphical representation of Multi-SOM-PCA models 

in modeling performance Fig 10.                 

In “Fig 8 and 9” typical quantities of the turbine 

system without faults, as wind speed, voltage and 

 

Fig 6. Wind Turbine Power coefficients versus 

tip speed ratio in different cases of wind speed. 

 

Fig 7. Power coefficients versus rotational speed in 

different cases of wind speed 

 

Fig 8. Time evolution wind speed. 
 

Fig 9. Time evolution currents and voltages without 

fault. 

 
Fig 10. Estimation of the curve using the SOM-PCA 

 

Fig 11. Time evolution of distances ( iD ) without fault. 
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current of wind generator, the estimated curve of the 

stationary regime of the measured data (currents) in 

normal conditions of simulation of the system WT-

PMSG is presented in “Fig 10”. It can be observed 

different classes color, where estimated curve 

(models PCA) are showed with black color,  and the 

values of iD  and SPE , representing the normal 

operating condition, are plotted as shown in “Fig 11 

and 12”. 

To show fault detection performances of the 

proposed approach, a fault is simulated at t =1 

[sec], an increase to 15 % in SR  is applied to the 

system, the typical quantities of the turbine system 

with faults are showed in “Fig 13”, where little 

reduction in crest values of currents outputs, This 

fault is detected on the SPE and the distances as 

depicted in “Fig 13 and 14’’ at t=1s. 

 

 

7.2 Experimental study 

 In this study, 26 experimental signals (four signals 

types : normal, inner race fault, outer race fault and 

balls fault) from the Case Western bearing 

datacenter Reserve University (CWRU ) [26] are 

used in approach evaluation; by relations in [27] the 

characteristic frequency of different cases signals 

are noticed in Table 2. 

 

Table 2. Characteristic frequency of different 

cases signals 

Sampling 

rate 

Signal type characteristic 

frequency 

12kHz 

inner race fault fi 162.1 [Hz] 

outer race fault fu 107.3 [Hz] 

balls fault fb 135.8 [Hz] 

Normal f0 29.9 [Hz] 

 

In “Fig 15” the spectrum of signals without fault, 

and show the difficulty to extract information, 

contrast, the ‘’ Fig 16’’ may clearly show a series of 

peaks f0 the speed of rotation and it harmonics 

frequencies 2 f0, and 3 f0. 

From ‘’Fig. 17, 18, 19’’ It is observed that the 

proposed method can identify easily the 

characteristic frequency of faults.  

‘’Fig 20 ‘’ show the ability of the proposed method 

in automatic classification and diagnosis of fault, 

thereby forming a classification model for each new 

unknown signal. 

 

 

Fig 12. Time evolution of SPE without fault. 

 

Fig 14. Time evolution of SPE with fault. 

 

 

 

 

 

 

 

 

Fig 13. currents and voltages with fault. 

 

 

 

Fig 14. Distances ( iD  ) with faults. 
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8 Conclusion 
This paper presents a new approach for faults 

detection and diagnostic based on the combination 

of linear PCA and Kohonen (SOM) Algorithm used 

in system WT-PMSG in continuous time domain 

and data base from CWRU frequency domain 

analysis. From the presented results, it is definitely 

able to reveal the time of faults and gives excellent 

results in diagnostic with classification of signals.  
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