Improved UFIR Filter for Fusing Recent INS-assisted Visual Measurement under Colored Measurement Noise in UAV Landing
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Abstract: In this paper, we discuss the landing process of unmanned aerial vehicles (UAVs) employing inertial navigation system (INS) and visual measurement. Employing the integrated scheme, an improved unbiased finite impulse response (UFIR) filter is developed for fusing recent INS-assisted visual measurement under colored measurement noise (CMN). The UFIR filter developed for CMN and called cFIR filter is proposed, and then the hybrid UFIR/cFIR filter is developed to work in parallel. The Mahalanobis distance is used to select better results as the final result of the filter. It is shown experimentally that the proposed method enhances the accuracy and reliability of data fusion, thereby improving the overall performance of UAV autonomous landing systems.
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1 Introduction

Autonomous landing is a critical task for unmanned aerial vehicles (UAVs),\textsuperscript{[1–3]} in various applications such as surveillance,\textsuperscript{[4–6]} reconnaissance,\textsuperscript{[7,8]} and delivery.\textsuperscript{[9]}. To achieve safe and precise landings, UAVs rely on a combination of sensors and algorithms to perceive their environment and make real-time decisions accurately,\textsuperscript{[10]} Many approaches have been proposed for localizing UAV. For example,\textsuperscript{[11]}, reports an absolute navigation of the landmark-based inertial measurement units (IMU)/Vision Navigation System (IMU/VNS) for UAV. One inertial navigation system (INS)-based integrated UAV localization has been proposed in\textsuperscript{[12]} In recent years, the use of April tags, also known as fiducial markers, has gained popularity in robotics and computer vision applications. These tags consist of unique visual patterns that can be easily detected and recognized by cameras, which can obtain the precise localization and tracking,\textsuperscript{[13]} Integrating April tag detection with IMU data during the autonomous landing process presents an opportunity to improve the accuracy and reliability of UAV navigation systems,\textsuperscript{[14]}

Fusion of navigation information is a critical task in localization,\textsuperscript{[15]}. One of the most accurate and robust solutions here is the unbiased finite impulse response (UFIR) filter,\textsuperscript{[16]} which has found wide applications in a broad area of tracking,\textsuperscript{[17,18]} In\textsuperscript{[19]}, the UFIR filter was extended to colored measurement noise (CMN) and analysed in detail in\textsuperscript{[16]} This opened new horizons for robust localization of moving objects in harsh environments, specifically for localization under harsh disturbances in the video camera bounding box,\textsuperscript{[16]}

In this paper, we discuss the landing process of UAVs employing INS and visual measurement. Based on the integrated scheme, we improve the UFIR filter for fusion of recent INS-assisted visual measurement under CMN. The improved UFIR filters called CFIIR filter is proposed. Then the UFIR and CFIIR filters are united in a hybrid scheme, in which the Mahalanobis distance is used to select better results at the output. The experimental results demonstrate better performance of the proposed hybrid scheme.

2 INS-assisted visual UAV Landing system

In this section, we develop the INS-assisted visual landing system. The structure of the INS-assisted visual UAV landing system is shown in Fig. 1 where the visual sensor and the INS sensors are maintained on the UAV. The video camera is used to measure the position $\mathbf{L}_k^v$ and the attitude $\theta_k^v$ at the time index $k$. Meanwhile, the INS is used to measure the acceleration $\mathbf{a}_k$ and $\omega_k$ at the time index $k$. The $\mathbf{L}_k^v, \theta_k^v, \mathbf{a}_k, \omega_k$ inputs are of the UFIR/cUFIR filter, which is the main filter in this structure. We will consider it in detail later. The output of the FIR/cFIR filter is the UAV’s position $\mathbf{L}_k$. 
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Figure 1: Structure of the INS-assisted visual UAV landing system.

The geometric relationships between the different sensors involved in the system are illustrated in Fig. 1, where \((p_t^c, q_t^c)\) denotes the transformation from the camera coordinate system to the IMU coordinate system and represents the positional and orientational relationship between the camera and the IMU. In this system, the IMU is embedded within the camera, maintaining this relationship unchanged throughout motion and \((p_w^c, q_w^c)\) signifies the IMU’s positional and orientational information in the world frame, expressing the IMU’s position and orientation information in the global coordinate system \((p_w^c, q_w^c)\).

Figure 2: Visualization of the different coordinate frames in the setup.

3 Adaptive UFIR/cUFIR Filter

In this section, the adaptive UFIR/cUFIR filter will be derived. First, the data fusion model will be proposed. Then, the cUFIR filter will be developed based on the data fusion model. Finally, the adaptive UFIR/cUFIR filter will be presented.

3.1 Data Fusion Model for INS-assisted Visual UAV Landing

We use the 9-dimensional state vector

\[
x_k = [ \mathbf{L}_k, \mathbf{V}_k, \theta_k ]^T, \tag{1}
\]

which includes the 3-dimensional position, velocity and attitude, and where \(\mathbf{L}_k\) represents the position at the time index \(k\), \(\mathbf{V}_k\) denotes the velocity of the UAV, and \(\theta_k\) is the attitude, which includes 3 Euler angle. The state equation adopted in this work is as follows:

\[
x_k^- = S_k x_k + \omega_k, \tag{2}
\]

where the following matrices are used:

\[
S_k = \begin{bmatrix}
I_{3 \times 3} & \Delta t & 0 \\
0 & I_{3 \times 3} & \Delta t \\
0 & 0 & I_{3 \times 3}
\end{bmatrix} A + \begin{bmatrix}
0 & 0 & \Delta t \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} B + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} C,
\]

\[
A = -T^T_\mathbf(q_k) [a_k] \begin{bmatrix}
-\Delta t^2 + \frac{5}{3} \Delta t^3 \omega_k + \frac{5}{4} \Delta t^4 [\omega_k]^2
\end{bmatrix},
\]

\[
B = -T^T_\mathbf(q_k) [a_k] \begin{bmatrix}
-\Delta t - \frac{5}{2} \Delta t^2 \omega_k - \frac{5}{6} \Delta t^3 [\omega_k]^2
\end{bmatrix},
\]

\[
C = I_{3 \times 3} - \Delta t [\omega_k] + \frac{\Delta t^2}{2} [\omega_k]^2,
\]

where \(S_k\) denotes the state transition matrix, \(\omega_k \sim \mathcal{N}(0, Q_k)\) is the system noise, the matrices \([\omega_k]\) and \([a_k]\) are skew-symmetric matrices corresponding to \(\omega_k\) and \(a_k\) respectively, \(T_\mathbf(q_k)^T\) is used as the rotation matrix corresponding to the quaternion \(\mathbf{q}_k\), which are shown as follows:

\[
[a_k] = \begin{bmatrix}
0 & -a_{z,k} & a_{y,k} \\
a_{z,k} & 0 & -a_{x,k} \\
a_{y,k} & a_{x,k} & 0
\end{bmatrix},
\]

\[
[\omega_k] = \begin{bmatrix}
0 & -\omega_{z,k} & \omega_{y,k} \\
\omega_{z,k} & 0 & -\omega_{x,k} \\
-\omega_{y,k} & \omega_{x,k} & 0
\end{bmatrix},
\]

where \((\omega_{x,k}, \omega_{y,k}, \omega_{z,k})\) is the acceleration in body-frame (b-frame), \((\omega_{x,k}, \omega_{y,k}, \omega_{z,k})\) is the angular velocity in b-frame. Thus, the observation equation of the data fusion model used in this work can be listed as follows:

\[
y_k = Hx_k + v_k, \tag{9}
\]

where \(y_k = [ \mathbf{\hat{L}}_k, \mathbf{\hat{\theta}}_k ]^T\) represents the observation vector, and \(\mathbf{\hat{L}}_k\) and \(\mathbf{\hat{\theta}}_k\) are measured by the camera directly. And \(H = \begin{bmatrix}
I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3}
\end{bmatrix}\) serves as the observation matrix, \(v_k \sim \mathcal{N}(0, R_k)\) is the measurement noise.

Noted that the variable \(v_k\) represents the measurement noise at time \(k\). In the current mainstream methods, it is common to assume the measurement noise as Gaussian white noise. However, ensuring the persistent nature of white noise in practical applications poses challenges, [20]. To
address this issue, the Gauss-Markov model is proposed for $v_k$ as follows:

$$\xi_k = \Theta_k \xi_{k-1} + v_k,$$  \hspace{1cm} (10)

where $\xi_k$ is the colored CMN, $\Theta_k$ is the colored-noise coefficient, and $v_k$ is white Gaussian driving noise with known covariance. To transform the model $y_k$ with CMN to another one with white Gaussian noise, we use Bryson’s measurement differencing, [21], [22], and write the new observation $m_k$ as

$$m_k = y_k - \Theta_k y_{k-1} = O_k x_k + \bar{v}_k,$$  \hspace{1cm} (11)

where $O_k = H_k - \Pi_k$, $\Pi_k = \Theta_k H_{k-1} S_{k-1}^{-1}$, $\bar{v}_k = \Pi_k \omega_k + v_k$. The UFIR/cUFIR filtering algorithm will be developed next.

### 3.2 Adaptive UFIR/cUFIR filter

Using the above-discussed state space model, the UFIR/cUFIR filtering algorithm can be developed as in the following. First, we list the standard UFIR filtering algorithm represented with the pseudo code as Algorithm 1.

**Algorithm 1: Standard UFIR Filtering Algorithm**

**Data:** $y_k, \hat{x}_0^U$

**Result:** $\hat{x}_k^U$

1. **begin**
2. **for** $k = L - 1 : \infty$
3. \hspace{0.5cm} $l_1 = k - L + D_U$
4. \hspace{0.5cm} $G_{l_1}^U = I$
5. \hspace{0.5cm} $\bar{x}_{l_1} = \begin{cases} y_{l_1}, l_1 < L_U - 1, \\ \hat{x}_{l_1}, l_1 \geq L_U - 1 \end{cases}$
6. \hspace{0.5cm} **for** $j = l_1 + 1 : k$
7. \hspace{1cm} $\tilde{x}_{j-1}^U = S_j \hat{x}_{j-1}^U$;
8. \hspace{1cm} $G_j^U = \left[ H^T H + (S_j^U)^T \right]^{-1}$;
9. \hspace{1cm} $\bar{x}_j^U = \tilde{x}_j^U + G_j^U \left[ y_k - H \tilde{x}_j^U \right]$;
10. **end for**
11. $\hat{x}_k^U = \tilde{x}_k^U$;
12. **end for**
13. \hspace{0.5cm} $D_U$ is the size of the filter
14. **end**
15. $\downarrow D_U$ is the size of the filter

Now we recall that the Kalman filter relies on white Gaussian noise in the system and in the measurement. In practical applications, CMN can affect its accuracy significantly, and therefore the
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**Figure 3:** Structure of the adaptive UFIR/cUFIR filter.

UFIR approach is more preferable. A pseudo code of the proposed cUFIR filter operating in the presence of CMN is listed as Algorithm 2.

**Algorithm 2: cUFIR Filtering Algorithm**

**Data:** $y_k, \hat{x}_{0U}^c$

**Result:** $\hat{x}_k^c$

1. **begin**
2. **for** $k = L - 1 : \infty$
3. \hspace{0.5cm} $l_1 = k - L + D_U$
4. \hspace{0.5cm} $G_{l_1}^U = I$
5. \hspace{0.5cm} $\bar{x}_{l_1} = \begin{cases} y_{l_1}, l_1 < L_U - 1, \\ \hat{x}_{l_1}, l_1 \geq L_U - 1 \end{cases}$
6. \hspace{0.5cm} **for** $j = l_1 + 1 : k$
7. \hspace{1cm} $m_k = y_k - \Theta_k y_{k-1}$;
8. \hspace{1cm} $\tilde{x}_{j-1}^U = S_j \hat{x}_{j-1}^U$;
9. \hspace{1cm} $G_j^U = \left[ O^T O + (S_j^U)^T \right]^{-1}$;
10. \hspace{1cm} $\bar{x}_j^U = \tilde{x}_j^U + G_j^U \left[ m_k - O \bar{x}_j^U \right]$;
11. **end for**
12. $\hat{x}_k^U = \bar{x}_k^U$;
13. **end for**
14. **end**

The adaptive UFIR/cUFIR filter is developed for the structure shown in Fig. 3 as follows. We employ the Mahalanobis distance to verify the performances of the UFIR filter and the cUFIR filter by using the following equations:

$$d_k^U = (y_k - H \bar{x}_k^U)^T R_k (y_k - H \bar{x}_k^U),$$  \hspace{1cm} (12)

$$d_k^{cU} = (m_k - O \bar{x}_k^{cU})^T R_k (m_k - O \bar{x}_k^{cU}),$$  \hspace{1cm} (13)

where $d_k^U$ and $d_k^{cU}$ are the Mahalanobis distances. Then we use the following conditions: if $d_k^U > d_k^{cU}$,
then $\hat{x}^U_k$ goes to the output; otherwise, $\hat{x}^{cU}_k$ goes to the output. A pseudo code of the adaptive hybrid UFIR/cUFIR filter is listed as Algorithm 3.

Algorithm 3: Adaptive Hybrid UFIR/cUFIR Filtering Algorithm

Data: $y_k, \hat{x}^U_0, \hat{x}^{cU}_0$
Result: $\hat{x}_k$

begin
for $k = L - 1 : \infty$ do
  Get $\hat{x}^U_k$ by using Algorithm 1;
  $d_k^U = (y_k - H\hat{x}^U_k)^T R_k (y_k - H\hat{x}^U_k)$;
  Get $\hat{x}^{cU}_k$ by using Algorithm 1;
  $d_k^{cU} = (m_k - O\hat{x}^{cU}_k)^T R_k (m_k - O\hat{x}^{cU}_k)$;
  if $d_k^U < d_k^{cU}$ then
    $\hat{x}_k = \hat{x}^U_k$;
  else
    $\hat{x}_k = \hat{x}^{cU}_k$;
  end if
end for
end

4 Experimental Results

In this section, we test the filters developed by real experimental data. First, we tune the filters and then analyse filtering results.

4.1 Hardware Setting

The structure of the experimental test used in this work is shown in Fig. 4. In the testing, a visual camera is used to measure the UAV’s attitude and the distance between the UAV and the tag. Meanwhile, the INS is used to measure the $a_k$ and $\omega_k$. The light of the UAV is considered in this work, thus we employ an ultrasonic sensor to measure the distance between the UAV and the floor, which is denoted as the reference value.

In our experiments, we utilize the Z410 UAV as the data acquisition platform. The UAV is equipped with the Pixhawk 2.4.8 flight controller and the M8N GPS module. Additionally, a Raspberry Pi 3B+ onboard computer is used, which enables the external control of the UAV through programming languages such as Dronekit-Python, ROS, and OpenCV. An Intel T265 stereo camera is incorporated into the system. Developed by Intel, the T265 camera features two fisheye lenses, each with an approximate field of view of 170 degrees. The T265 camera is equipped with an integrated Inertial Measurement Unit (IMU) utilizing Bosch’s BMI055 sensor. The UAV used in this work is shown in Fig. 5.

4.2 Performance Evaluation

Fig. 6 displays the height measured by the camera, UFIR filter, cUFIR filter, and UFIR/cUFIR filter. Along, we show the reference value in the test. In this figure, the reference value is denoted by the green line, the camera solution is denoted by the blue line, the orange line means the UFIR filtering solution, the cUFIR filtering solution is denoted by the purple line, and the proposed UFIR/cUFIR filter is denoted by the red line. From this figure, we see that the heights provided by the UFIR filter, cUFIR filter, and the UFIR/cUFIR filter have dead zones, and that their outputs range close to the reference value. Both the UFIR and the cUFIR filtering solutions range closer to the reference value. The height estimated by the pro-
Figure 6: The heights measured by the camera, UFIR filter, cUFIR filter, UFIR/cUFIR filter and the reference value.

The root mean square errors (RMSE) of the heights measured by the camera, UFIR filter, cUFIR filter, UFIR/cUFIR filter are listed in Fig. 6. In this work, we compute the RMSEs by the following equation:

$$\text{Lo}_k^{\text{RMSE}} = \frac{1}{k} \sum_{i=1}^{k} \sqrt{(z_k^r - z_k^m)^2},$$  \hfill (14)

where the $z_k$ means the measurement of the height and $z_k^r$ means the reference value of the height, which is measured by the ultrasonic sensor. From Fig. 6, we can see easily that the camera’s solution accumulates errors. The UFIR and the cUFIR filters have better performance compared with the camera’s solution, and the proposed UFIR/cUFIR filter has the smallest error, which shows the best performance. The cumulative distribution function (CDF) of the heights measured by the camera, UFIR filter, cUFIR filter, UFIR/cUFIR filter are shown in Fig. 7. From Fig. 7, we can see that the hybrid filter gives the smallest RMSE of 0.9. The height RMSEs produced by the UFIR filter, cUFIR filter, UFIR/cUFIR Filter are listed in Table 1. From Table 1, we see that the proposed filter gives the error of 0.010 m, which is better than that by the UFIR and cUFIR filters on about 28.57% and 16.67%, respectively.

5 Conclusion

In this study, we proposed a new scheme for INS-assisted visual localization of the autonomous landing of UAVs. Based on the data fusion model, the hybrid UFIR/cUFIR filter has been developed.
In the proposed structure, the conventional UFIR and cUFIR filters are run simultaneously in CMN environment, and the best result of the dynamically selected filter, using the Mahalanobis distance, goes to the output. The test results demonstrate that our proposed UFIR/cUFIR filtering algorithm performs better than the UFIR and cUFIR filters, which results in higher positioning accuracy.
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