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Abstract—With the popularity of new social media, automatic image annotation (AIA) has been an active research topic 
due to its great importance in image retrieval, understanding, and management. Despite their relative success, most of 
annotation models suffer from the low-level visual representation and semantic gap. To address the above shortcomings, 
we propose a novel annotation method utilizing textual feature generated by image captioning, in contrast to all previous 
methods that use visual feature as image feature. In our method, each image is regarded as a label-vector of k user-
provided textual tags rather than a visual vector. We summarize our method as follows. First, the image visual features 
are extracted by combining the deep residual network and the object detection model, which are encoded and decoded 
by the mesh-connected Transformer network model. Then, the textual modal feature vector of the image is constructed 
by removing stop-words and retaining high-frequency tags. Finally, the textual feature vector of the image is applied to 
the propagation annotation model to generate a high-quality image annotation labels. Experimental results conducted 
on standard MS-COCO datasets demonstrate that the proposed method significantly outperforms existing classical 
models, mainly benefiting from the proposed textual feature generated by image captioning technology.  
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1. Introduction 
With the popularity of digital imaging devices and social 
media (such as WeChat and Facebook), image data is 
generated on a massive scale and spread on the Internet. 
Images have become the most important information-sharing 
content on social media. Automatic image annotation (AIA) 
techniques can learn the model from the training dataset, and 
predict the semantic labels for the test (unseen) image. In 
recent years, it has been an active research topic due to its 
great potential applications in image retrieval, image 
understanding, and image management [1]. In the past 20 
years, some representative AIA approaches have been 
proposed and great achievements have been made, such as 
MBRM [2], JEC [3], and and 2PKNN [4]. Recently, deep 
learning models are extensively being used for various 
computer vision tasks and shown a breakthrough 
performance, which mainly contributes to end-to-end feature 
extraction through convolution neural networks. The deep 
learning-based AIA is a quite new but promising direction for 
AIA [5]. Although many successes have been achieved in 
annotation models and deep learning, results of existing 
image annotation methods is far from satisfaction. Different 
from the traditional visual feature-based image annotation 
method, we propose a novel image annotation method that 
first generates a textual statement describing the image 
content through the image description generation technology; 

then, a text feature vector describing the described image is

 

constructed based on the text statement; finally, calculates the 
similarity from the text feature vectors between images to

 

complete the image annotation by propagating the annotation

 

model.  

 

 

Experimental results show that our method outperforms most 
existing image annotation models, which mainly benefits 
from the proposed textual feature generated by image 
captioning technology. The textual tag feature inherently 
reduces the semantic gap between the high-level labels and 
low-level feature. 

2. Related Work 
2.1 Nearest neighbor model based approaches 

Recently, many nearest-neighbor models based AIA methods 
have been proved to be quite successful [5]. The 
representative models based on nearest neighbors include 
JEC [3], TagProp [6], 2PKNN [4]. The Joint Equal 
Contribution (JEC) model is one of the most classical nearest-
neighbor models [3]. The JEC model utilizes various low-
level image features and a simple combination of basic 
distance measures to find nearest neighbors of a given image. 
It creates a family of very simple and intuitive baseline 
method for image annotation. 
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The two-pass KNN (2PKNN) model represents a classical
solution to solve problems related to label-imbalance and
weak-labeling [4]. It identifies all related semantic neighbors
for each label by selecting K similar images in the vocabulary
to boost rare labels. Due to its successfully solving
class-imbalance problem, the 2PKNN makes great
achievement in terms of popular evaluation metrics including
per-label precision and recall and still is one of the most famous
and influential image annotation approaches[5].

Recently, Convolutional Neural Networks (CNNs) have
shown great performance in many computer vision tasks by
extracting effective feature vectors from images
[7][8][9][10][11]. Jia, the creator of the Caffe, proposes
CNN+WARP model [10]. Different from the aforementioned
annotation methods based on CNN model, the D2IA approach
is based on generative adversarial network (GAN) model. The
D2IA aims to create semantically relevant, yet distinct and
diverse labels [12]. Deep learning models are extensively being
used for various computer vision tasks and shown a
breakthrough performance, which mainly contributes to
end-to-end feature extraction through convolution neural
networks, but the application of deep learning for AIA is still in
its early stage [13]. The deep learning-based AIA is a quite new
but promising direction for AIA [5].

In order to further improve the semantic level, an image
annotation method completely based entirely on text feature
information is proposed, and the sentences generated by image
description are used to improve the text semantics and
automatically annotate the image as the text features of the
image. The proposed method is mainly divided into three
modules, namely, the image feature extraction module, the
image description generation module, and the image annotation
module. The main workflow is shown in Figure 1.
Unlike traditional convolutional neural network based mode

ls to extract it global visual features, this paper uses Faster R-
CNN network [14] combined with ResNet101 network [15] to
extract deep visual features of images, extracting one feature v
ector for each target detection box. In the image description ge
neration module, a sentence of descriptive text sentence is gen
erated using a mesh-connected transformer model for each im
age. Different from the traditional Transformer model, which l
oses some information in the input image features during infor
mation transmission, the mesh connection-based Transformer
model adopted in this paper can fully retain the visual informa
tion of the image, and then generate a more complete image de
scription statement. In the image annotation module, the text f
eatures are constructed according to the image description stat
ements generated by the previous module, the text vector is us
ed instead of the mainstream image visual features, and the pr
opagation annotation method is used for image annotation, and
finally propagate appropriate labels to the test image.

Fig. 1 Workflow Chart

Most of the existing models lack the full application of image
data, and cannot parallelize the input features. In this
experiment, the improved Transformer is used as a description
generation model, taking advantage of the characteristics that it

can process all input vectors in parallel to generate a smoother
and more consistent statement description for human
expression.In the image description generation method used in
this chapter, the main process is to input the extracted image
features into the mesh Transformer network model, use the
unique self-attention mechanism and cross-attention method to

2.2 Deep learning based approaches 

3. The Proposed Method 
3.1 Architecture 

3.2 Image description generation 
model network structure 
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directly encode and decoding the feature information of the
image, and finally output the description text consistent with
the image content.Image description Generation model specific
network structure is shown in Figure 3.4.
After extracting the input image using Faster R-CNN, the

feature vector is first position coded (Position Embedding, PE).
This method corrects the problem that Transformer cannot

obtain sequence sequence information, position coding adds
position information to the input vector, and Transformer
distinguishes the image characteristics of different locations
through this information.The equation for position coding are
shown in Equation (1) and (2).The p represents the bit of the
current input vector.

Fig. 2 Image caption generating model network structure
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The core part of the network is the self-attention mechanism,
which can directly calculate the correlation between the current
vector and any other vectors. For each feature of the input
vector, each feature multiple the input vector X by the matrix as,
and obtains three different vectors, query (Q), key (K) and
value (V). The equation for the concentration calculation is
shown in Equation (3).

V
d

QKsoftmaxQ,K,V)Attention(
k

T











 (3)

First, the transposition of matrix Q and K is then divided to
get the attention score, representing the length of the vector in
K. Because the vector is multiplied by too large, it is scaled to a
certain extent and processed by softmax after all calculations

are completed, which is equivalent to calculating the weight of
each feature v.
Multi-Head Self-Attention (MHSA) uses the number of

heads h to further get the q, k, v are divided into h parts, its
calculation steps are to set h different self-attention, the input X
into each self-attention, get the h weighted matrix, and then the
h weighted matrix by columns, a linear transformation to get
the final output result. The calculation equation of this
procedure is shown in Equation (4).

  i1ti1tii b,YX,CYWσα   ][ (4)

 vik
i

q
ii ,VW,KWQWAttentionh  (5)

In Equation (5), the corresponding Q, K, and V of each head
are obtained by mapping through pairs.Specifically, for the
learnable parameters
In the Add & Layer Norm layer, the input vector X is the

same vector dimension calculated by attention, so it can be
added directly, Add means a residual connection is introduced,
Layer Norm sets the input of each network structure to the same
mean and variance, both make the network training accelerate
convergence.The calculation formulas such as (6) and (7).
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MHAtt(X))XLayerNorm(  (6)
d(X))FeedForwarXLayerNorm(  (7)

The feature matrix output from the previous layer is then
input into the feedforward neural network FFN part of the
encoder, which consists of two activation function layers, first
the ReLU activation function layer and second the linear
activation function layer, using and representing the parameters
of the first layer, using and representing the second layer
parameters.The equation is shown in (8).

  2211 bWb0,XWmaxFFN(X)  (8)
In the decoder section, unlike the encoder, it has two multiple

attention layers, the first is the mask operation in the
self-attention part, the decoder can parallelize during training,
the last decoder output words as input to predict the next
decoder, pass the reference text and the corresponding output to
the decoder, when predicting the i-output, should mask the
word after i+1, which is used before the softmax of Equation
(3). The second difference is that the decoder adds a layer of
multiple attention, which captures the information of the
encoder, where the Q matrix used by the decoder is calculated
by the output of the previous decoder, while the K and V
matrices come from the encoding matrix of the encoder.Finally,
the decoder generates the description statement word-by-word
via softmax.

A six-layer Transformer model is adopted to connect each
layer of encoder to each layer to realize the real cross-attention
between the encoder and the decoder, so that the feature
information of the image is more fully utilized.In the
cross-attention section, the decoder retains the previous layer of
q-information after self-attention calculation, receives the k and
v information from the encoder after self-attention calculation,
and combines the new q, k, and v vectors for cross-attention
calculation.This mesh connection structure makes each decoder
layer use the output of all the encoder layer, more making full
use of the characteristics of the image, making the generated
statement more fit to the image content.
In the model network connection structure, the

cross-attention method of encoding decoding is different from
the original network, which transmits the output X of each layer
encoder and the word Y generated at the previous encoder to
the decoder, and transmits the K and V to the second multi-head
attention layer of the decoder, and the cross-attention F (X, Y)
of the network connection is shown in Equation (9).

 


 
N

1i
1tiι1t ,YX.Cα)F(X,Y (9)

where Xi represents the ender layer encoded at the t time, Y is
the word output at the previous time, representing the cross
attention of the encoder to the decoder, the calculation Equation
is shown in (10).

 iv
i

k
1t

q
1t X,WX,WYWAttention)C(X,Y   (10)

where represent weight matrix the same size as the
cross-attention results was used, calculated to measure the
degree of correlation between the cross-attention results for

each coding layer and the query q entered by itself. The
calculation Equation is shown in (11).

  i1ti1tii b,YX,CYWσα   ][ (11)
Where the weight matrix Wi, which represents the sigmoid
activation function, is a learnable bias vector.

D. Propagation annotation model
Given the test image (Ii), we can obtain its k-nearest-neighb

or images from the training dataset according to their similariti
es. We can obtain its K neighbor training images in the textual
label feature space for each current image Ii and rank the label
s for image Ii according to their probability scores of:

)|(*),()|(
1 j

K

j jitexti IwPIIsimwIP  
 (12)

where, simtest(Ii, Ij) is the textual similarity between Ii and Ij.
Based on probability theory, the probability of assigning a label
wk to Ii can be defined the posterior probability as follow:

)(
)()|()|(

i

kki
ik IP

wPwIPIwP  (13)

where, P(wk) is the probability of the label wk. The best label
for the test image Iiwill be given by the following:

)|(maxarg*
ik

k
IwPy  (14)

We conduct experiments on the MS-COCO benchmark
datasets.Both labels and social tags of images are textual
English words. The Microsoft COCO (MS-COCO) dataset is
used for image recognition, segmentation, and captioning. It
contains 123 thousand images of 170,339 user -provided noisy
tags and 80 expert-provided ground truth labels. Following
previous works[16][17], we only keep 1,000 frequent tags and
remove the images without any expert label, which leaves us
with 123,286 images including 82,782 training images and
40,504 test images; each image being annotated with 2.9 labels
on average. The refined MS-COCO dataset is the same as some
research works [16][17].

The precision, recall, and F1-measure are the most popular
metrics in the information retrieval and AIA
communities.Recently, per-label metrics (per-label precision,
recall, and F1-measure) are most widely used in the AIA
community.For each label , per-label precision (PL) is defined
as the number of images correctly predicted over the total
number of images predicted with this label, and per-label recall
(RL) is defined as the number of images correctly predicted
over the total number of images having this label in its
ground-truth or manual annotations.The values are averaged
over all the labels in the vocabulary as,

1
C

cC
i

L p
i=1 i

NP =
N (15)

3.3 Transformer Network Connection Mode 4. Experiment and Analysis 
4.1 Dataset 

4.2 Evaluation metrics 
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1
C

cC
i

L g
i=1 i

NR =
N (16)

where C is the number of labels (keyword or classes) ,
c
iN is the

number of images correctly annotated for label i,
p
iN is the

number of predictions for label i, and
g
iN is the number of

images having ground-truth label i.
Many researchers have pointed out that the per-label metric

s are biased toward infrequent labels, because making them co
rrect could have a very significant impact on final accuracy [1
8].Therefore they propose per-image metrics [18][19][20][21].
The per-image precision (PI) and recall (RI) are defined as,

C c
ii=1

I C p
ii=1

N
P =

N



(17)

C c
ii=1

I C g
ii=1

N
R

N
 


(18)

The F1-measure is used for comprehensive performance
evaluation by combing precision and recall.The same equation
can be used for both per-label metric and per-image metric as,

2 P RF1-measure
P R
 




(19)

This section continues with experiments using the
MS-COCO dataset, summarized in sentence after generating
text description statements for all images at the previous
stage.In npy file make dictionary by description statement and
saved in dictionary.In the npy file, using the dictionary to build
the image, first remove the stop words in sentences, such as "a",
"the", "and" that "," of "," on " words and the conjunctions used
to generate the sentence, take the first 1,000 words with the
highest frequency as the tag label text used in the image
annotation, extract the tag tag included in each image as the tag
feature of the image, and save it as feat_train.The m and the
feat_test.For the m-file, enter the subsequent image annotation

model.
In the image annotation stage, the annotation model

parameters are set for the MS-COCO dataset, and the first N
labels with the highest probability are taken as the annotation
words of the image. Since the currently used image dataset
contains 2.9 real annotation words per image, the number of
output annotation words N is set to 3. Using the multi-level
label propagation annotation method, the model is set to 30
classes, then determine the cluster category of the test image to
0.4, finally select 50 nearest neighbor images in the second and
third steps, set the European distance when calculating the
distance between the labeled image and the training set, then
converting the distance into the image similarity, and finally
passing three dimension words for the test image.

For a fair comparison, to compare with deep learning based
image annotation models on large-scale datasets, we carry out
our experiments on the same benchmark datasets (MS-COCO
dataset ) and predict a fixed length of annotations (three labels)
for each test image.We compare our method and some
representative methods using per-label metrics (precision,
recall, F1-measure), per-image metrics. In addition, we use the
hybrid F1-measure (called H-F1) combining per-label
F1-measure and per-image F1-measure with the harmonic
mean [1].
We compare our method with state-of-the -art models,

including two nearest-neighbor models JEC and TagProp, and
the state-of-the-art nearest neighbour based model 2PKNN ,
deep learning model CNN+WARP .The experiment results on
MS-COCO is summarized in Table I. As can be seen from
Table I, our method significantly outperforms the other
methods (non-deep as well as deep learning based methods) on
large-scale datasets in terms of most evaluation metrics, which
mainly benefits from high -level semantic features and accurate
neighbors.That might largely benefit from the textual feature ,
as it can capture high-level semantic concept .As far as the most
important metric per-label F1 and comprehensive metric H-F1
are concerned, our method generally outperforms all models .

Table. I Performance evaluation on MS-COCO dataset

method PL RL F1L PI RI F1I H-F1

JEC 49.12 41.35 44.90 49.39 61.10 54.63 49.29

TagProp 56.43 56.15 56.29 56.78 69.59 62.54 59.25

2PKNN 62.21 45.81 52.76 51.27 61.88 56.08 54.37

LC-KSVD 44.05 41.81 42.90 50.03 59.95 54.54 48.02

CNN+WARP 54.09 55.31 56.19 57.54 70.03 63.18 59.48

Ours 68.59 58.49 63.14 60.44 73.00 66.13 64.60

We present a novel image annotation based on textual feature

generated by image captioning technology. Our proposed
method has several advantages. 1)To our knowledge, this is the
first published work that use textual feature as only feature
vectors instead of supplement feature. 2)Our proposed method

4.3 Experimental Settings and Details 

4.4 Experimental results 

5. Conclusion and Future Outlook 
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can reduce the semantic gap and alleviate the issue of
weak-labeling. 3) Our proposed method which can provide
high level semantic in compared with traditional visual feature.
Our method can find visually and semantically similar neighbor
images, which can reduce the semantic gap and improve the
performance. 4) In contrast to the traditional NN models paying
more attention to frequent labels and classical, 2PKNN paying
more attention to rare labels, our method can improve
performance in both per-label and per-image metrics.
Extensive experiments demonstrate that our method can

significantly outperforms competitive methods in terms of
almost all evaluation metrics. Even though nearest neighbors
based annotation models are concept-clear, structure-intuitive,
and effective, there are several shortcomings. First, these
methods will be time-consuming and space consuming if the
number of the training image dataset is huge. Second, the
performance of nearest neighbor model based AIA methods
may be influenced by the size of training datasets.
In the future, we will explore Graph Neural Network into

representation learning of multi-modal information. In addition,
we are interested in exploring multi-modal feature space to
further improve annotation performance.
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