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 Abstract—In computer vision, image feature extraction methods are used to extract features so that the features are 
learnt for classification tasks. In biomedical images, the choice of a particular feature extractor from a diverse range 
of feature extractors is not only subjective but also it is time consuming to choose the optimum parameters for a 
particular feature extraction algorithm. In this paper, the focus is on the Grey-level co-occurrence matrix (GLCM) 
feature extractor for classification of brain tumor MRI images using random forest classifier. A dataset of brain 
MRI images (245 images) consisting of two classes viz. images with tumor (154 images) and images without tumor 
(91 images) has been used to assess the performance of GLCM features on random forest classifier in terms of 
accuracy, true positive rate, true negative rate, false positive rate, false negative rate derived from the confusion 
matrix. The results show that by using optimum parameters, the GLCM feature extracts significant texture 
component in brain MRI images for promising accuracy and other performance metrics.   
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1. Introduction  

Brain tumors occur due to abnormal growth of cells [1]. 
Like other tumors, the brain tumors may be benign tumors or 
malignant tumors. A malignant tumor usually spreads more 
rapidly than a benign tumor [2].  If a brain tumor starts from 
the brain, it is known as primary brain tumor, whereas a tumor 
which spreads to brain from other parts of the body is known 
as secondary brain tumor. The symptoms of brain tumor vary 
from a person to person, however, some of the common 
symptoms are nausea, vomiting, headache, seizures, and loss 
of balance, etc. There are hundreds of types of brain tumors, 
the most common types are gliomas, meningioma, and 
medulloblastoma [3]. The gliomas brain tumor may be low-
grade astrocytoma which is a slow growing tumor and is 
usually benign or glioblastoma multiforme which is rapidly 
growing and is usually malignant [4]. The meningioma 
usually starts from brain and usually is benign. 
Medulloblastoma is more common in children than in adults 
[5]. The brain tumor imaging modalities help the radiologists 
and oncologists during pre-therapy (for assess the lesion 
extent, grading), therapy (delineation), and post-therapy 
(therapy response, monitoring) [6]. The brain tumor imaging 
modalities include mass spectroscopy, brain perfusion (CT 
and MRI), diffusion tensor imaging (DTI), and functional 
magnetic resonance imaging (fMRI), etc. [7]. The magnetic 
resonance imaging (MRI) uses a very strong magnet and radio 
waves to image the brain [8]. All the metal objects need to be 
removed before taking MRI scan as the metallic objects 
interfere with the magnetic field and causes erroneous signal. 
The patients with metallic implants such as pacemaker are 
sometimes undergone alternative imaging modality by the 
radiologist. The MRI imagers are closed type of open type. In 
case of open type MRI scanners, the image quality is not as 
good as that obtained with closed type MRI scanners [9].  The 
magnet produces a strong magnetic field and rf coils send the 

radio waves in the brain. After the radio waves are stopped, 
the MRI imager receives the energy signals from the body to 
image the brain [10]. The MRI images are sometimes taken 
with a dye to enhance the contrast of the image. This paper is  

organized as follows. Section II discuss the related work. 
Section III presents the dataset and methodology. Section IV 
presents the results obtained and the discussion. Section V 
concludes the work. 

2. Related Work 

The automatic detection of tumors in medical images is 
challenging task. The feature section and the choice of 
classifier is very important for the detection results to give a 
significant accuracy. The features derived from the grey-level 
co-occurrence matrix have been used to classify the brain 
tumors using a two-layered artificial neural network [11]. The 
accuracy obtained using the method is 97.5%. The brain 
images are classified into four classes viz. astrocytoma, 
meningioma, metastatic bronchogenic carcinoma, and 
sarcoma. A total of 16 features are extracted based on 
correlation, contrast, dissimilarity, energy, homogeneity, 
variance, and entropy. The conditional entropy is used using 
evolutionary algorithm [12]. 

The segmentation and the classification of brain tumors 
has been done by using texture features derived from  GLCM 
and using  wavelets. The brain MRI images are segmented 
using Otsu thresholding method and then k-means clustering 
is performed. The texture features are obtained from GLCM 
along with features extracted using wavelets. The combined 
features are given to PCA before classifying the images with 
support vector machines. It is shown that linear kernels 
outperform than polynomial kernels for the classification of 
brain MRI images [13]. The image retrieval using features 
based on ttexture and shape are used [14]. An overview of 
methods for brain tumor images using features derived from 
grey-level co-occurrence matrix and classified using artificial 
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neural networks is given [15]. Brain MRI images are classified 
using various features obtained from GLCM and kernel 
support vector machines as a classifier.  The feature reduction 
module is used after extraction of features and before giving 
the features to the kernel support vector machines for 
classification [16]. The classification of brain tumor MRI 
images is done using schematic segmentation and support 
vector machine-based classification of features extracted from 
grey-level co-occurrence matrix [17]. The images are pre-
processed using median filtering. the method is shown to have 
accuracy of 93.05% for the classification. 

3. Dataset and Methodology 

3.1 Dataset  

The dataset consists of brain tumor MRI images. The total 
number of images is 245. The number of images with tumor 
is 154 and the number of images without tumor is 91. The size 
of the dataset is 7.22 MB. The image size of images in the 
dataset is not same, for example, some of the images have 
spatial resolution of 300x168 while others have spatial 
resolution of 200x200. The data size is also not same as some 
of the images are 4.46 KB while others are 5.76 KB. The 
image format of the images in the dataset is jpg format. 

3.2 Methodology 

The features such as Scale Invariant Feature Transform 
(SIFT), Speeded-Up Robust features (SURF), and Oriented 
FAST and Rotated BRIEF (ORB) are used for image 
classification [18]. These feature extractors extract geometric, 
color, textural, and shape information to construct a feature 
vector that represents the small neighborhood around the 
feature point. SIFT is 128-dimensional feature vector that is 
robust to many affine transformations, illumination changes, 
and sensor noise [19]. The SIFT features extracted on the brain 
tumor MRI images are shown in Fig. 1. As the dimensions of 
SIFT are 128 and there are hundreds of such features in a 
single image, it becomes computationally expensive to 
compute SIFT features for brain tumor MRI image 
classification and therefore, SIFT has not been used in this 
work.  

 
Fig. 1. Extracted SIFT fesatures  

 

The texture of an image is spatial variation of pixel 
intensities in an image. If the pixel intensities vary a lot, that 
means the texture is coarse and if the pixel intensities do not 
vary much, in that case, the texture is smooth. The texture is 
very useful clue for classifying the image contents. The 
texture descriptors may be obtained based on the direction, 
color, and contrast. The texture analysis of an image can be 

done at various resolutions. The texture features can be 
classified as statistical, structural, and model based methods. 
The statistical texture features are extracted based on 
correlation of neighboring pixels, frequency of occurrence of 
pairs of pixel intensity values in a neighborhood, and entropy.  
The statistical features may be first order features (mean, 
median, variance, entropy) or second order features 
(relationships between groups of pixels). In this paper, the 
texture features are extracted using grey-level co-occurrence 
matrix (GLCM). The GLCM is a second order statistical 
texture feature extraction method [20]. The GLCM maps the 
input image into a table that represents the number of 
occurrences of a pair of pixel values at a certain distance and 
angle. The angle and distance values are varied over a range 
of 0-360 degree and 1 pixel to 8 pixels respectively.  The 
GLCM is a two-dimensional array where each dimension of 
the array is same and is equal to the number of greyscale levels 
in the image [21]. For 8-bit image, the number of levels is 256, 
and therefore, the GLCM has 256 rows and 256 columns. 
There is one such 256x256 matrix for each combination of 
distance (offset) and angle value. Each diagonal cell 
represents the texture homogeneity in the image, whereas off-
diagonal cells count for texture heterogeneity in the image. 
The matrix is made symmetric by adding the matrix with its 
transpose. The matrix is then normalized by dividing each 
element by the sum of all the elements in the matrix.  The 
GLCM is used to obtain the second-order statistical texture 
features such as angular second moment, entropy, variance, 
correlation, inverse difference moment, energy, dissimilarity, 
homogeneity, and contrast etc. The energy is obtained by 
taking the square root of angular second moment. The 
statistical features in an image give several features in the 
image that are useful for the classification of brain MRI 
images. The following statistical texture features have been 
obtained from GLCM for the brain tumor MRI images.  

1) Energy feature: The energy feature is the square root 
of angular second moment  feature. This feature represents 
the uniformity in the image texture. The energy feature 
obtained from GLCM is given by (1). The maximum value of 
the energy is unity as GLCM is a normalized matrix.  

                   𝐸 = √∑ ∑ {𝑃(𝑖, 𝑗)}2𝑁−1
𝑗=0

𝑁−1

𝑖=0
                    (1) 

 
2) Dissimilarity Feature: The dissimilarity represents the 

heterogeneity in the image texture. The dissimilarity feature 
is obtained by multiplying the GLCM cell values with linear 
weights as given by (2). 

                  𝐷 = ∑ ∑  |𝑖 − 𝑗
𝑁−1

𝑗=0

𝑁−1

𝑖=0

|𝑃(𝑖, 𝑗)                      (2)

3) Homogeneity Feature: The large homogeneity in the 
image texture is represented by large values of the diagonal 
elements of the GLCM. If the image pixel values are same, 
the homogeneity is maximum. A large contrast reduces the 
homogeneity in the image. The homogeneity feature is given 
by (3). 

. 
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 𝐻 = ∑ ∑
𝑃(𝑖,𝑗)

1+(𝑖−𝑗)2

𝑁−1

𝑗=0

𝑁−1

𝑖=0

                   (3) 

 
4) Contrast Feature: The contrast feature is a measure of 

difference between the smallest pixel value and the largest 
pixel value in a group of pixels. The contrast feature is given 
by (4). 

      𝐻 = ∑ ∑ 𝑃(𝑖, 𝑗)(𝑖 − 𝑗)2

𝑁−1

𝑗=0

𝑁−1

𝑖=0

                        (4)

A feature vector is obtained from these four features by 
extracting these features for various values of offset and 
angles. A step size of 1 and 3 pixels is taken and an angle of 
0, 45, and 900 degree is taken.  

The learnt features are given to a classifier to classify the 
brain tumor MRI images. The decision tree, support vector 
machines, k-nearest neighbor, and random forest classifiers 
are some of the common classifiers used for image 
classification tasks. In this paper, we have used random forest 
classifier for the classification of the brain tumor MRI images. 
The other statistical tests like Chi-square test and t-tests are 
conducted to validate the effectiveness of the method. 

4. Resuls and Discussion 

The dataset is divided into training and testing datasets. 
The training and testing sets are prepared from the given 
dataset by dividing it into a ratio of 0.8:0.2. The method is 
repeated several times to order to make the model robust 
towards various types of noise. The features are extracted 
from the training dataset. The random forest classifier is 
trained using the features extracted from the training dataset. 
Thereafter, the features are extracted from testing datasets.  

4.1 Actual and predicted Class labels 

The classifier is tested for the performance on the features 
extracted from the testing dataset. The results of the actual 
class labels and predicted class labels for 18 test images is 
shown in Fig. 2. 

 
Fig. 2. Actual and Predicted class labels 

It is observed that all the images with actual class ‘yes’, are 
predicted correctly in all the 9 test images. However, the out 
of 9 images with actual class ‘no’, only 6 are predicted 
correctly as ‘no’ whereas, rest of the 3 are predicted falsely 
as ‘yes’. 

4.2 Confusion Matrix 

A confusion matrix is obtained for evaluate the 
performance of the method. The confusion matrix is put in 
Fig. 3.  

 
Fig. 3. Confusion matrix 

It is observed from the confusion matrix that there is no 
predicted class ‘no’ which is actually ‘yes’. The number of 
images tested is 18. Out of 18 images, 9 belong to class ‘yes’ 
and 9 belong to class ‘no’.  

4.3 Performance with various Offset and 

Angle of GLCM 

The GLCM is obtained for various combinations of steps 
(offsets) and the angles to count the number of occurances of 
a pair of pixel intensity values. A comparison of calssification 
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accuracy for various values of steps and angles is given in 
Table I. 

TABLE I.  COMPARISON OF CLASSIFICATION ACCURACY FOR 
VARIOUS OFFSET AND ANGLE VALUES OF  GLCM  

Classification Accuracy 

Offset (pixels) Angle (degree) 32 x 32 64 x 64 

1, 3  0, π/4 61.1% 83.3% 

1, 3, 5  0, π/4 72.2% 66.7% 

1, 3  0, π/4, π/2 72.2% 66.7% 

1, 3, 5  0, π/4, π/2 66.7% 72.2% 

1, 3, 5, 7 0, π/4 44.4% 66.7% 

1, 3, 5, 7 0, π/4, π/2 83.3% 66.7% 

The performance of the method drops significantly if the 
spatial resolution of the image is reduced. For the same 
combination of offset (1 pixel and 3 pixels), and angles (0, π/4), 
the accuracy reduces from 83.3% to 61.1% on reducing the 
spatial resolution from 64 x 64 to 32 x 32. 

5. Conclusion 

The brain tumor MRI images are classified into two 
classes viz. images with tumor and images without tumor. The 
grey-level co-occurrence matrix obtained from the brain 
tumor MRI images gives statistical texture features which are 
computationally fast as compared to SIFT features. the 
random forest classifier classifies the images with an accuracy 
of 83.3 % on a limited dataset. the performance of the method 
could be improved by applying some pre-processing 
operations on the images. Another feature extraction methods 
may be combined with GLCM features to enhance the 
accuracy.  The method can be extended by using additional 
layers in the model. 
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