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Abstract: Infrared thermography can be applied in medical applications, such as monitoring skin temperature in
inflammatory processes. The possibility for health care professionals and patients to be able to easily, quickly
and economically, at anytime and anywhere, monitor the skin temperature distribution through the acquisition of
images to control skin infections is extremely important nowadays.
This work aims to develop an automatic methodology for the segmentation, identification, analysis and diagnosis
of skin inflammation based on thermographic images. The study compares thermographic images from sub
regions of the hand skin and presents an experimental investigation to segment and identify features in the images
automatically. Left and righthand images from two volunteers’ obtained in different conditions, such as cold
action, activity action (opening and closing the hand), and friction action (rub both hands), were considered and
analyzed. The obtained results demonstrate the feasibility of the implemented procedures and encourage devel
oping and implementing an operating system to monitor skin infections in thermographic images.
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1 Introduction
Infrared thermography is a technic that can be used
in a process as long as the temperature is measur
able [1]. Thermography has been implemented in a
wide range of areas, as it is a noninvasive examina
tion technology, with nondestructive characteristics.
Initially used for specialized military purposes, this
technique has evolved through development and re
finement. Currently, it is a technology that can apply
in civil construction, automotive andmetallurgical in
dustry, electrical and mechanical installations, aero
nautics, surveillance, and security systems, among
others [1]. More recently and as a noninvasive tech
nology, thermography has been increasingly applied
in medicine, particularly to evaluate body tissues and
fluids [2]. Thermography is an image based tech
nique, which allows the observation of human body
skin temperature distribution [3]. Being a lowcost,
noninvasive technique that does not emit radiation,
it becomes an imaging method with numerous medi

cal applications [4, 5]. It has been used as a com
plementary tool for the detection of breast cancer and
in the assessment of burns [6, 7, 8]. In the diagnosis
of inflammatory processes, it becomes very useful in
detecting and monitoring the therapeutic procedures
[9, 10, 11]. Thermography allows the definition of su
perficial thermal patterns of a patient through equip
ment that allows obtaining visual and quantitative in
formation of the distribution of body temperatures
[12]. This technology also allows the acquisition of
information about the normal or abnormal function
ing of the sensory system, vascular function, muscle
trauma, and inflammation. Furthermore, by using a
portable and reliable instrument capable of visualiz
ing, analyzing and evaluating the temperature distri
bution of skin surfaces, the monitoring of skin infec
tions can be controlled by all health care professionals
or even by the patients themselves. Modern portable
thermal image cameras, like Seek CompactXR, are
small, light and easy to use and can be used to acquire
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thermal images of the skin surface.
This work presents an experimental study to com

pare skin temperature distribution using thermal ima
ges obtained by a lowcost portable camera. The
objective is to compare thermographic images after
the application of controlled activity in a skin region
and to evaluate patterns compared to the reference of
temperature distributionmaps from control situations.
The obtained results show a way to develop and im
plement an innovative, noninvasive, cheap and repro
ducible method to detect the thermal map distribution
of the skin and the differences, allowing the identi
fication of the presence of skin inflammation. The
study is part of the research line for implementing a
complete system accessible to any health professional
tomonitor skin inflammation in bedridden, diabetic or
other patients. The inflammatory process is evident,
and that can be quickly and accurately controlled.

2 Material an methods
The implemented experimental work was considered
images taken using a lowcost, portable Seek Com
pactXR (Seek Thermal, Inc., CA) thermal camera
with a sensor of 206 × 156. The camera has a fo
cusable lens, a field of view of 36◦, and an operating
temperature range between −40◦ C to 330◦ C. Ac
quired images was taken in an acclimatized packed
room, with controlled temperature, relative humidity
less than 50%, absence of light, equipment away so
that photographed the entire hand. The volunteer’s
hand placed in a smooth and homogeneous wooden
surface. Live colour explicit photographs were taken
in RGB (Rred, Ggreen and Bblue) colour model,
and the images were stored in JPEG (Joint Photo
graphic Experts Group) standard image format with
720× 1280 pixels in size.

For the implementation of the work, two healthy
volunteers were used, who was duly informed of
the intended objectives, providing free, informed and
written consent. The study did not involve the collec
tion of any personal data from the volunteers.

In the acquisition protocol, each volunteer was
seated and rest for 15 minutes in the collection room
to be acclimatized. Firstly, several images were taken
at the beginning of the test from the left hand and the
right hand. The hand was placed on a neutral sur
face to avoid external effects due to contact with the
hand skin. After, the hand of the volunteer was placed
in contact with a controlled cold surface for 2 minu
tes and several images were taken. After, the volun
teer was asked to perform the activity of opening and
closing the hand as also the friction between the two
hands. Fig.1 shows four different images of the right
hand (A, B, C and D) of volunteer 1 (V1) and volun
teer 2 (V2).

Figure 1: Examples of thermography images obtained
from direct hand skin photographs: A, B, C and D.

The images were processed with algorithms de
veloped in Matlab Software, Version 7 (MathWorks,
Natick, MA, USA).

The methodology used has three separate stages:
Image Preprocessing, Images alignment, and Ima
ges comparison represented in the flowchart of Fig.2.
The first stage is applied to each image and consists
of eliminating the temperature bar, automatically rec
ognize the maximum andminimum temperature, con
vert to a grayscale image, cropping the image and con
verting it to an indexed image. In the second stage and
after the first stage is applied to the two images, it is
necessary to align the pair. Thus, geometric transfor
mations are applied to the second image in order to be
as aligned as possible to the first one. In the third and
last stage, the difference between the pair of images
is calculated, the regions of interest (ROIs) are seg
mented, and the characteristics of these regions are
calculated.

2.1 Images Preprocessing
In the preprocessing, each image is automatically ap
plied a set of techniques and methodologies. Initially,
the temperature bar on the left side of the thermo
graphic image (Fig.3) is separated and the maximum
(upper left corner) and minimum (lower left corner)
temperature values are recognized using optical cha
racter recognition, all automatically (Fig.3).

After converting the image to grayscale, the next
step is to crop the image so that the region of interest
(hand) occupies the entire image. In Fig.4 it is possi
ble to observe this transformation made to the image
A1 and B1 of Figure 3, obtaining the image GA2 and
GB2, using the same methodology described in [13].
Finally, it is necessary to convert the grayscale image
to an indexed image so that each intensity corresponds
to a temperature. Therefore, the pixel intensity val
ues (I) represented by a integer number between 0
and 255 are scaled between 0 and 1 and then adjusted
between the minimum (min) and maximum (Max)
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Figure 2: Flowchart of the steps followed in the applied methodology.

Figure 3: Original RGB images A (top), B (down)
and without temperature bar A1 and B1 respectively.

temperature of each image by equation 1.

T = min+ (Max−min)× I

256
, (1)

As an example, in the IA2 image the pixel intensities
vary between 24°C and 34°C while in the IB2 image
they vary between 20°C and 34°C. Therefore, a pixel
of intensity 128 in image A corresponds to a temper
ature of 29ºC while the same pixel in image B corre
sponds to a temperature of 27ºC. In Fig.4 on right are
represented the corresponding indexed images (IA2
and IB2) with the intensity of grey tones associated
with temperature.

2.2 Images alignment
After the preprocessing and starting from two ima
ges of the same hand, taken at different times, it is
necessary to align the two images to establish com
parisons. A set of control points in the first indexed
image and the corresponding ones in the second in
dexed image are used to infer the geometric transfor
mation or set of geometric transformations (transla
tion, rotation, scaling) that must be apply to adjust
the two images [15]. Fig.5 on the left shows the two
superimposed images without any type of alignment
(IA2 & IB2) and on the right after the IB2 image has
undergone geometric transformations, obtaining IB3,
to align this image with the IA2 image (IA2 & IB3).
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Figure 4: Grayscale cropped images GA2 and GB2
(left) and indexed image IA2 and IB2 (right).

Figure 5: Images superimposed: IA2 & IB2 (be
fore alignmentleft) and IA2 & IB3 (after alignment
right).

In Fig.5 the regions defined in red are regions where
there are differences between the two images.

2.3 Images comparison
With the regions that define the difference between
the two established images (Fig.6 (left top)), it is pos
sible to identify only those regions that are found in
the palm automatically. For this, the image of the ab
solute difference between the two images (Fig.6 (left
top)) was converted to a black and white image, ap
plying the Otsu method [14] and only the palmar re
gion was selected (Fig.6 (right top)) using the proce
dures described in [13]. Then, the noise was elim
inated using morphological erosion operators, with
a structuring element with 2pixel radius disk shape
(Fig.6 (left down)). Small regions (less than 200 pix
els) and regions near the edges of the images were
eliminated and the holes were filled (Fig.6 (right
down)).

The bounding box was defined with the detected

Figure 6: |IA2 − IB3| image (left top) black and
white representation in palmar region (right top) with
out noise (left down) and without small and border
objects (right down).

regions, and only the regions whose bounding boxes
are fully inserted in the palm of the hand were se
lected. In Fig.7 two regions were found, but only the
area limited by green colour is inside the palm of the
hand, so only this region will be selected.

After detecting the regions of difference between
the two images in the palm, some region features will
be calculated. The maximum, minimum, average and
standard deviation temperature of the region and the
number of pixels are calculated. In Fig.8 it is possi
ble to visualize the detected region in the IA2 image
and in the IB3 image. In this case, the area has 20353
pixels. The maximum, minimum, average and stan
dard deviation temperature of this region in the IA2
image are: 33.21ºC, 25ºC, 30.73ºC, 2.96 and in the
IB3 image are: 33.69ºC, 19.56ºC, 28.97ºC and 4.85.

3 Experimental tests
Some experimental tests were implemented with only
two volunteers, using the left hand (l) and the right
hand (r) by the action of cold (C), activity (A) and
friction (F) at moments 0, 1 and 2 minutes. The pho
tos were taken of two volunteers (V1 and V2) at the
beginning of the test on the left hand (l0) and on the
right hand (r0), after 1 minute and 2 minutes in the
presence of cold for the left hand (Cl1 and Cl2) and
for the right hand (Cr1 and Cr2), after 1 and 2 minu
tes by the activity of opening and closing the hand for
the left hand (Al1 and Al2) and right hand (Ar1 and
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Figure 7: |IA2−IB3| imagewith the detected region:
inside region (green) and outside region (red).

Figure 8: Two images for comparation: A and B .

Ar2) and after 1 and 2 minutes of friction between
two hands for the left hand (Fl1 and Fl2) and for the
right (Fr1 and Fr2). Thus, 21 tests were developed by
comparing pairs of images without repetition of a vol
unteer’s right hand (r0, Cr1, Cr2, Ar1, Ar2, Fr1, Fr2).
Another 21 tests for the left hand (l0, Cl1, Cl2, Al1,
Al2, Fl1, Fl2), and for the two volunteers, i.e. a to
tal of 84 tests. All tests were generated automatically
and values were collected for analysis.

4 Results
In the tests performed by the action of cold, the re
gions were easily defined and it was possible to ac
quire the features of these regions in comparison with
other situations. Fig.9 shows an example of the com
parison of the image subjected to cold for 2 minutes
(Cr2) with the remaining images of the right hand of
volunteer V1. The selected regions on the palm have
different sizes from the smallest with 6098 pixels (Cr2
vs. Cr1) to the largest with 30983 pixels (Cr2 vs. Ar2)
with a marked variation in the minimum temperature
(between 18°C   and 25°C) and the average tempera
ture (between 24°C and 30°C) but a maximum tem
perature variation of less than 1°C.

Suppose it is analyzed, for example, the left hand
of volunteer V2 and compare the image by cold at 1
minute (Cl1) with the remaining ones. In that case, the
graphs represented in the Fig.10 are obtained. In blue
are defined the temperatures of the palmar subregion
of the image Cl1 and orange the corresponding tem
peratures of these subregions in the other images. Re
garding the minimum temperature, it is verified that
it is always lower in Cl1 than all the other images.
The most significant (smallest) difference will be be
tween the Cl1 and Al2 (Cl2) image, which was to be
expected. In relation to the maximum temperature, it
is also consistently lower in the Cl1 image than the
others, except the Cl2 image (cooled to 2 minutes).
The most significant difference is found in pair Cl1,
I0, and the smallest in pair Cl1, Cl2. As for the com
parison between the average temperatures of pairs of
images in the palm subregions, they have a behav
ior similar to that of the maximum temperatures: the
distance (Cl1, Cl2) is negative and is the shortest dis
tance and the most significant distance is in the pair
(Cl1, l0). These results are similar in the identical
tests (left/right hand of volunteer V1 or right hand of
volunteer V2).

In tests by activity or friction action, the tem
perature difference was not felt in localized regions.
Hence, no subregions of the palm were automatically
detected, but the palm region as a whole was ana
lyzed. Table 1 presents the calculated features for
comparing the image of the initial right hand (r0) with
the images after the activity (Ar1, Ar2) and friction
(Fr1, Fr2) of the volunteer V1. It was verified that
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Figure 9: Features of the right hand palmar subregion of volunteer V1 by cold action.

Figure 10: Features of the right hand palmar subregion of volunteer V1 by cold action.
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the number of pixels in the palmar region of volun
teer 1’s right hand varies by approximately 9.5%. The
maximum, minimum and mean temperature varies in
1.86ºC, 2.27ºC and 1.86ºC respectively. The standard
deviation of the palmar region ranges from 0.83 in the
r0 image to 1.04 in the Ar1 and Ar2 image. Thus,
the heat is barely visible in the activity action and in
the friction action since the maximum and minimum
temperatures remain practically constant, only the av
erage temperature is 1ºC higher in the activity in re
lation to the friction. These results are similar in the
identical tests (left/right hand of volunteer V2 and left
hand for volunteer V1).

Table 1: Right hand palm region features of volunteer
V1 by the action of activity and friction

Image # Max. Min. Mean Std

r0 134559 34.00 26.60 32.77 4.85
Ar1 148673 33.36 24.33 32.15 1.04
Ar2 138776 33.41 24.45 31.90 1.04
Fr1 143599 32.30 24.50 31.12 0.87
Fr2 142558 32.14 24.44 30.91 0.90

5 Conclusion
A set of image processing techniques and method
ologies were automatically applied to thermographic
images of the skin hand to find regions of skin in
flammation. The regions were identified by compar
ing pairs of images that were segmented, and some
features were extracted, such as the minimum, mean
and maximum temperature, and the standard devia
tion. Eightyfour (42 on the right hand and 42 on the
left hand) comparisons were made between thermo
graphic images of two volunteers. Images were ac
quired in 3 different situations (by the action of cold,
by activity and by friction) during 1 or 2 minutes. The
results obtained from this experiment study allow to
verify that the segmentation and identification of skin
thermographic maps where the inflammation exists is
a possible technique that can be applied as a way to
monitor or prevent skin infections, such as in the case
of diabetic foot or pressure ulcers in bedridden pa
tients. The methodology compares images from the
same region. Overall, it can be stated that the re
sults are encouraging. Still, more work is needed to
develop an operational system to identify, segmenta
tion and monitor skin lesions in thermographic ima
ges. Shortly, real studies will have to be carried out
with thermographic images of skin regions with and
without inflammations in patients to assess the tech
niques and methodologies of image processing devel
oped and the features that must be extracted to de

scribe the skin region in question. The complete and
operational system to monitor and prevent skin infec
tions will also be developed in parallel.
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