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#### Abstract

Chandrasekhar-type algorithms are associated with the Riccati equation emanating from the Kalman filter in linear systems which describe the relationship between the n -dimensional state and the m -dimensional measurement. The traditional Chandrasekhar-type algorithms use the Kalman filter gain to compute the prediction error covariance. In this paper, two variations of Chandrasekhar-type algorithms eliminating the Kalman filter gain are proposed. The proposed Chandrasekhar-type algorithms with gain elimination may be faster than the traditional Chandrasekhar-type algorithms, depending on the model dimensions.
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## 1 Introduction

Consider discrete time, $\mathrm{k} \geq 0$, invariant linear systems, which are traditionally formulated by the state space equations, [1]:
$\mathrm{x}(\mathrm{k}+1)=\mathrm{Fx}(\mathrm{k})+\mathrm{w}(\mathrm{k})$
$\mathrm{z}(\mathrm{k})=\mathrm{Hx}(\mathrm{k})+\mathrm{v}(\mathrm{k})$
Here, $\mathrm{x}(\mathrm{k})$ defines the state vector of dimension n with Gaussian noise $\mathrm{w}(\mathrm{k})$ of zero mean and covariance Q and $\mathrm{z}(\mathrm{k})$ defines the measurement vector of dimension $m$ with Gaussian noise $v(k)$ of zero mean and covariance $R$. In addition, $F$ is the transition matrix and H is the output matrix. All the model parameters F, H, Q, R are constant. The initial state $x(0)$ is Gaussian with mean $x_{0}$ and covariance $\mathrm{P}_{0}$.

The discrete time Kalman filter, [1], [2], is the celebrated algorithm, which computes the state estimation $\mathrm{x}(\mathrm{k} / \mathrm{k})$ and the estimation error covariance $\mathrm{P}(\mathrm{k} / \mathrm{k})$ as well as the state prediction $\mathrm{x}(\mathrm{k} / \mathrm{k}-1)$ and the prediction error covariance matrix $\mathrm{P}(\mathrm{k} / \mathrm{k}-1)$. The prediction and estimation error covariances do not depend on the measurements; thus they can be computed off-line using the equations

$$
\begin{align*}
& \mathrm{O}(\mathrm{k})=\mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}  \tag{3}\\
& \mathrm{~K}(\mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k})  \tag{4}\\
& \mathrm{P}(\mathrm{k} / \mathrm{k})=[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}] \mathrm{P}(\mathrm{k} / \mathrm{k}-1)  \tag{5}\\
& \mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{Q}+\mathrm{FP}(\mathrm{k} / \mathrm{k}) \mathrm{F}^{\mathrm{T}} \tag{6}
\end{align*}
$$

with initial condition $\mathrm{P}(0 /-1)=\mathrm{P}_{0}$.
Here, $\mathrm{M}^{\mathrm{T}}$ denotes the transpose of M, I denotes the identity matrix, and $\mathrm{K}(\mathrm{k})$ is the Kalman filter gain. Note that the existence of the inverse of $\mathrm{O}(\mathrm{k})$ is ensured assuming that R is positive definite (this has the reasonable meaning that no measurement is accurate).

It is well known, [1], that $P(k / k-1)$ can be computed independently of the measurements, using the discrete algebraic Riccati equation:

$$
\begin{align*}
& \mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{Q}+\mathrm{FP}(\mathrm{k} / \mathrm{k}-1) \mathrm{F}^{\mathrm{T}} \\
& -\mathrm{FP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \\
& {\left[\mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}\right]^{-1} \mathrm{FP}(\mathrm{k} / \mathrm{k}-1) \mathrm{F}^{\mathrm{T}}} \tag{7}
\end{align*}
$$

In the infinite measurement noise covariance case, where $\mathrm{R}=\infty$, the discrete algebraic Riccati
equation takes the form of the algebraic Lyapunov equation:
$\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{Q}+\mathrm{FP}(\mathrm{k} / \mathrm{k}-1) \mathrm{F}^{\mathrm{T}}$
In addition, if the model is asymptotically stable, then there is a unique steady state prediction error covariance $P$, which satisfies the discrete algebraic Riccati equation:

$$
\begin{equation*}
\mathrm{P}=\mathrm{Q}+\mathrm{FPF}^{\mathrm{T}}-\mathrm{FPH}^{\mathrm{T}}\left[\mathrm{HPH}^{\mathrm{T}}+\mathrm{R}\right]^{-1} \mathrm{HPF}^{\mathrm{T}} \tag{9}
\end{equation*}
$$

In the case $\mathrm{R}=\infty$, if the model is asymptotically stable, then there is a unique steady state prediction error covariance matrix P , which satisfies the algebraic Lyapunov equation:
$\mathrm{P}=\mathrm{Q}+\mathrm{FPF}^{\mathrm{T}}$
Due to the importance of the Riccati equation, significant bibliography exists about iterative or algebraic solutions, [1], [3], [4], [5], [6], [7]. Chandrasekhar-type algorithms have been part of the folklore associated with the Riccati equation, [1]. Methods are described in [8], based on the solution of so-called Chandrasekhar-type equations than the classical Riccati-type equation. An important advantage of this method is the reduction in computational burden, when the state dimension is much greater than the measurement dimension, [1]. Chandrasekhar-type algorithms can be used to iteratively compute the prediction error covariance, [1], [8] or to compute the steady state solution of the Riccati equation. Chandrasekhar-type algorithms are applicable to Kalman filters, [9], [10] and to time varying as well as time invariant distributed systems, [11].

All Chandrasekhar-type algorithms use the Kalman filter gain. Iterative and algebraic algorithms for the computation of the steady state Kalman filter gain have been derived in [12]. The basic idea of this work is to eliminate the Kalman filter gain from the Chandrasekhar-type algorithms' equations, to reduce the computational effort, [10].

The Kalman filter gain elimination concept and the proposed variations of Chandrasekhar-type algorithms can find application in steady state Kalman filter design, where the Riccati equation solution is required. In addition, the proposed algorithms can be applied in control problems. The basic problems in control theory are (a) the controller design problem (control law design for the dynamical system) and (b) the state estimation problem (computation of the estimate of the states of the dynamical system). The Linear Quadratic

Regulator (LQR) and the Kalman filter solve the associated problems, [13]. The proposed algorithms can be applied in the case of linear dynamical systems, to estimate the control effectiveness of the actuator on behalf of an actuator stuck fault incident occurring on airplanes, [14], to Kalman filter design that accounts for measurement differences, for the case of time-correlated measurement errors, [15], to Global Positioning System (GPS) and Inertial Navigation System (INS) integration during GPS outages using machine learning augmented with Kalman filter, [16].

The novelty of this work concerns: (a) the use of the Kalman filter gain elimination concept in the Riccati equation solution, (b) the derivation of Chandrasekhar-type algorithms with gain elimination, (c) the computation of the calculation burdens of the Chandrasekhar-type algorithms, (d) the determination of the faster Chandrasekhar-type algorithm via the system dimensions.

The paper is organized as follows: Section 2 summarizes the traditional Chandrasekhar-type algorithms. The Chandrasekhar-type algorithms based on Kalman filter gain elimination are derived in Section 3. In Section 4, the traditional and the proposed Chandrasekhar-type algorithms are compared concerning their calculation burdens. Section 5 summarizes the conclusions.

## 2 Traditional Chandrasekhar-type Algorithms

The basic idea in Chandrasekhar- type algorithms is to factorize the difference:
$\delta \mathrm{P}(\mathrm{k})=\mathrm{P}(\mathrm{k}+1 / \mathrm{k})-\mathrm{P}(\mathrm{k} / \mathrm{k}-1)$
as
$\delta \mathrm{P}(\mathrm{k})=\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k})$
where $S(k)$ is square symmetric matrix with dimension equal to:

$$
\begin{equation*}
\mathrm{r}=\operatorname{rank}(\delta \mathrm{P}(0)) \tag{13}
\end{equation*}
$$

with $\mathrm{r} \leq \mathrm{n}$.
There exist various equivalent Chandrasekhartype equation sets. In this section, we deal with two Chandrasekhar-type algorithms, which are well described in [1]; we refer to these algorithms as Chandrasekhar-type algorithm - version 1 and Chandrasekhar-type algorithm - version 2.

Chandrasekhar-type algorithm - version 1
$\mathrm{O}(\mathrm{k}+1)=\mathrm{O}(\mathrm{k})+\mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}$
$K(k+1)=\left[K(k) O(k)+Y(k) S(k) Y^{T}(k) H^{T}\right] 0^{-1}(k+1)$
$Y(k+1)=F[I-K(k+1) H] Y(k)$
$\mathrm{S}(\mathrm{k}+1)=\mathrm{S}(\mathrm{k})+\mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k})$
$\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1)+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k})$
for $\mathrm{k}=0,1, \ldots$, with initial conditions
$\mathrm{P}(0 /-1)=\mathrm{P}_{0}$
$\mathrm{O}(0)=\mathrm{HP}(0 /-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}$
$K(0)=P(0 /-1) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(0)$
$Y(0)$ and $S(0)$ are derived by factoring

$$
\begin{aligned}
\delta P(0)=Y(0) S & (0) Y^{\mathrm{T}}(0)=\mathrm{P}(1 / 0)-\mathrm{P}(0 /-1) \\
& =\mathrm{Q}+\mathrm{FP}(0 /-1) \mathrm{F}^{\mathrm{T}} \\
& -\mathrm{FK}(0) 0(0) \mathrm{K}^{\mathrm{T}}(0) \mathrm{F}^{\mathrm{T}}-\mathrm{P}(0 /-1)
\end{aligned}
$$

The easiest initialization is proposed, $\mathrm{P}(0 /-1)=$ $P_{0}=0$, as then the dimensions of $Y(0)$ and $S(0)$ can be helpfully low, [1]. In this case:
$\mathrm{P}(0 /-1)=\mathrm{P}_{0}=0$
$\mathrm{O}(0)=\mathrm{R}$
$K(0)=0$
$Y(0)$ and $S(0)$ are derived by factoring $\delta P(0)=$ $Y(0) S(0) Y^{T}(0)=Q$

In particular, Chandrasekhar-type algorithms may be more attractive computationally for $\mathrm{P}(0 /$ $-1)=P_{0}=0,[1]$.

In the case where $P(0 /-1)=P_{0}=0$ and $Q$ has full rank, we get $Y(0)=I$ and $S(0)=Q$.

Chandrasekhar-type algorithm - version 2

```
\(\mathrm{O}(\mathrm{k}+1)=\mathrm{O}(\mathrm{k})+\mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}\)
\(Y(k+1)=F[I-K(k) H] Y(k)\)
\(\mathrm{S}(\mathrm{k}+1)=\mathrm{S}(\mathrm{k})-\mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}+1) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k})\)
\(\mathrm{K}(\mathrm{k}+1)=\mathrm{K}(\mathrm{k})+\mathrm{F}^{-1} \mathrm{Y}(\mathrm{k}+1) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}+1)\)
\(\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1)+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k})\)
```

for $\mathrm{k}=0,1, \ldots$, with initial conditions
$\mathrm{P}(0 /-1)=\mathrm{P}_{0}$
$\mathrm{O}(0)=\mathrm{HP}(0 /-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}$
$K(0)=P(0 /-1) H^{\mathrm{T}} \mathrm{O}^{-1}(0)$
$Y(0)$ and $S(0)$ are derived by factoring

$$
\begin{aligned}
\delta \mathrm{P}(0)=\mathrm{Y}(0) \mathrm{S} & (0) \mathrm{Y}^{\mathrm{T}}(0)=\mathrm{P}(1 / 0)-\mathrm{P}(0 /-1) \\
& =\mathrm{Q}+\mathrm{FP}(0 /-1) \mathrm{F}^{\mathrm{T}} \\
& -\mathrm{FK}(0) 0(0) \mathrm{K}^{\mathrm{T}}(0) \mathrm{F}^{\mathrm{T}}-\mathrm{P}(0 /-1)
\end{aligned}
$$

It is known that if $S(0) \geq 0$, then the version 1 is preferred, while if $S(0) \leq 0$, then the version 2 is preferred. In addition, if the initial condition $\mathrm{P}(0 /-1)$ is equal to the solution of the algebraic Lyapunov equation (10), then $S(0) \leq 0$, [1].

## Remark 1.

The Lyapunov equation is a special case of the Riccati equation in the infinite measurement noise covariance case, where $\mathrm{R}=\infty$. Then, form both the above two versions of Chandrasekhar-type algorithms we get the Chandrasekhar-type algorithm for the Lyapunov equation:

## Chandrasekhar-type algorithm - Lyapunov equation

$\Psi(\mathrm{k}+1)=\mathrm{F} \Psi(\mathrm{k})$
$\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1)+\Psi(\mathrm{k}) \Psi^{\mathrm{T}}(\mathrm{k})$
for $\mathrm{k}=0,1, \ldots$, with initial conditions
$\mathrm{P}(0 /-1)=\mathrm{P}_{0}$
$\mathrm{Y}(0)$ is derived by factoring

$$
\begin{aligned}
& \delta \mathrm{P}(0)=\Psi(0) \Psi^{\mathrm{T}}(0)=\mathrm{P}(1 / 0)-\mathrm{P}(0 /-1) \\
&=\mathrm{Q}+\mathrm{FP}(0 /-1) \mathrm{F}^{\mathrm{T}}-\mathrm{P}(0 /-1)
\end{aligned}
$$

## Remark 2.

Chandrasekhar-type algorithms can be applied to compute the steady state limiting solution of the Riccati equation. In this case, Chandrasekhar-type algorithms are implemented for $\mathrm{k}=0,1, \ldots$, until $\|\mathrm{P}(\mathrm{k}+1 / \mathrm{k})-\mathrm{P}(\mathrm{k} / \mathrm{k}-1)\|<\varepsilon$, where $\varepsilon$ is the convergence criterion and $\|\mathrm{M}\|$ denotes the norm of the matrix M.

## 3 Chandrasekhar-type Algorithms with Gain Elimination

The basic idea is to eliminate the Kalman filter gain from the equations of Chandrasekhar-type algorithms, working as in [17].

This can be achieved by defining the ratio $\Lambda(\mathrm{k})$ (the term Ratio corresponds to the Greek term '^óүos'):
$\Lambda(\mathrm{k})=[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H})]^{-1} \mathrm{~K}(\mathrm{k})$
In this section we are going to develop two Chandrasekhar-type algorithms with gain elimination that correspond to the two versions of the traditional Chandrasekhar-type algorithms of the previous section; we refer to these algorithms as Chandrasekhar-type algorithm with gain elimination - version 1 and Chandrasekhar-type algorithm with gain elimination - version 2.

## Chandrasekhar-type algorithm with gain elimination - version 1

```
\(\mathrm{O}(\mathrm{k}+1)=\mathrm{O}(\mathrm{k})+\mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}\)
\(\Lambda(\mathrm{k}+1)=\Lambda(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}\)
\(\mathrm{Y}(\mathrm{k}+1)=\mathrm{F}[\mathrm{I}+\Lambda(\mathrm{k}+1) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k})\)
\(\mathrm{S}(\mathrm{k}+1)=\mathrm{S}(\mathrm{k})+\mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k})\)
\(\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1)+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k})\)
```

for $k=0,1, \ldots$, with initial conditions
$P(0 /-1)=P_{0}$
$\mathrm{O}(0)=\mathrm{HP}(0 /-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}$
$\Lambda(0)=\mathrm{P}(0 /-1) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}$
$Y(0)$ and $S(0)$ are derived by factoring

$$
\begin{aligned}
\delta \mathrm{P}(0)=\mathrm{Y}(0) \mathrm{S} & (0) \mathrm{Y}^{\mathrm{T}}(0)=\mathrm{P}(1 / 0)-\mathrm{P}(0 /-1) \\
& =\mathrm{Q}+\mathrm{FP}(0 /-1) \mathrm{F}^{\mathrm{T}} \\
& -\mathrm{FK}(0) 0(0) \mathrm{K}^{\mathrm{T}}(0) \mathrm{F}^{\mathrm{T}}-\mathrm{P}(0 /-1)
\end{aligned}
$$

Proof.
For the Kalman filter gain, from (3) and (4) we get:
$\mathrm{K}(\mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}\left[\mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}\right]^{-1}$
$\Rightarrow \mathrm{K}(\mathrm{k}) \mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{K}(\mathrm{k}) \mathrm{R}(\mathrm{k})$

$$
=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}
$$

$\Rightarrow \mathrm{K}(\mathrm{k}) \mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{K}(\mathrm{k})$

$$
=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}
$$

$\Rightarrow \mathrm{K}(\mathrm{k})=[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}] \mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}$
Then using (14) we derive:
$\Lambda(\mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}$
Then, using (15) and (4) we derive:
$K(k) O(k)=\Lambda(k) R$
Then we are able to eliminate the Kalman filter gain from the Chandrasekhar-type algorithm version 1:
$K(k+1)=$
$\left[\mathrm{K}(\mathrm{k}) \mathrm{O}(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}\right] \mathrm{O}^{-1}(\mathrm{k}+1)$
$\Rightarrow \mathrm{K}(\mathrm{k}+1) \mathrm{O}(\mathrm{k}+1)$

$$
=\mathrm{K}(\mathrm{k}) \mathrm{O}(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}
$$

$\Rightarrow \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R}+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}$
Hence
$\Lambda(\mathrm{k}+1)=\Lambda(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}$
In addition, using (3), (4) and the Matrix Inversion Lemma ${ }^{1}$ we get:
$\mathrm{K}(\mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}\left[\mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}\right]^{-1}$
$\Rightarrow \mathrm{P}(\mathrm{k} / \mathrm{k}-1)-\mathrm{K}(\mathrm{k}) \mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}$

1
Let $\mathrm{A}, \mathrm{C}$ be nonsingular matrices. Then, $[A+B C D]^{-1}=A^{-1}-A^{-1} B\left[C^{-1}+D A^{-1} B\right]^{-1} D^{-1}$

$$
\begin{aligned}
& =\mathrm{P}(\mathrm{k} / \mathrm{k}-11)-\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \\
& {\left[\mathrm{HP}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}\right]^{-1} \mathrm{HP}(\mathrm{k} / \mathrm{k}-1)} \\
& =\left[\mathrm{P}^{-1}(\mathrm{k} / \mathrm{k}-1)+\mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1} \mathrm{H}\right]^{-1} \\
& \Rightarrow[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}] \mathrm{P}(\mathrm{k} / \mathrm{k}-1) \\
& \quad=\left[\mathrm{P}^{-1}(\mathrm{k} / \mathrm{k}-1)+\mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1} \mathrm{H}\right]^{-1} \\
& \Rightarrow[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}] \begin{aligned}
& =\left[\mathrm{P}^{-1}(\mathrm{k} / \mathrm{k}-1)\right. \\
& \left.+\mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1} \mathrm{H}\right]^{-1} \mathrm{P}^{-1}(\mathrm{k} / \mathrm{k}-1)
\end{aligned} \\
& \Rightarrow[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}]=\left[\mathrm{I}+\mathrm{P}(\mathrm{k} / \mathrm{k}-1) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1} \mathrm{H}\right]^{-1}
\end{aligned}
$$

Then using (14) we derive:
$[\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}]=[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1}$
Hence, we are able to eliminate the Kalman filter gain from the $Y(k+1)$ equation of the Chandrasekhar-type algorithm - version 1:
$\mathrm{Y}(\mathrm{k}+1)=\mathrm{F}[\mathrm{I}+\Lambda(\mathrm{k}+1) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k})$
It is obvious that equations (17) and (19) substitute equations for $K(k+1)$ and $Y(k+1)$ of the Chandrasekhar-type algorithm - version 1, eliminating the use of Kalman filter gain.

## Chandrasekhar-type algorithm with gain elimination - version 2

```
\(\mathrm{O}(\mathrm{k}+1)=\mathrm{O}(\mathrm{k})+\mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}\)
\(\mathrm{Y}(\mathrm{k}+1)=\mathrm{F}[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k})\)
\(\mathrm{S}(\mathrm{k}+1)=\mathrm{S}(\mathrm{k})-\mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}+1) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k})\)
\(\Lambda(\mathrm{k}+1)=\Lambda(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}\)
\(\mathrm{P}(\mathrm{k}+1 / \mathrm{k})=\mathrm{P}(\mathrm{k} / \mathrm{k}-1)+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k})\)
```

for $k=0,1, \ldots$, with initial conditions
$\mathrm{P}(0 /-1)=\mathrm{P}_{0}$
$\mathrm{O}(0)=\mathrm{HP}(0 /-1) \mathrm{H}^{\mathrm{T}}+\mathrm{R}$
$\Lambda(0)=P(0 /-1) H^{T} \mathrm{R}^{-1}$
$Y(0)$ and $S(0)$ are derived by factoring

$$
\begin{aligned}
\delta P(0)=Y(0) S & (0) Y^{\mathrm{T}}(0)=\mathrm{P}(1 / 0)-\mathrm{P}(0 /-1) \\
& =\mathrm{Q}+\mathrm{FP}(0 /-1) \mathrm{F}^{\mathrm{T}} \\
& -\mathrm{FK}(0) 0(0) \mathrm{K}^{\mathrm{T}}(0) \mathrm{F}^{\mathrm{T}}-\mathrm{P}(0 /-1)
\end{aligned}
$$

Proof.
We are able to eliminate the Kalman filter gain from the $Y(k+1)$ equation of the Chandrasekhar-type algorithm - version 2, by using (18):
$\mathrm{Y}(\mathrm{k}+1)=\mathrm{F}[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k})$
In addition, are able to eliminate the Kalman filter gain from the Chandrasekhar-type algorithm version 2:
$K(k+1)=K(k)$
$+\mathrm{F}^{-1} \mathrm{Y}(\mathrm{k}+1) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{O}^{-1}(\mathrm{k}+1)$

$$
\begin{aligned}
& \mathrm{K}(\mathrm{k}+1) \mathrm{O}(\mathrm{k}+1)=\mathrm{K}(\mathrm{k}) \mathrm{O}(\mathrm{k}+1) \\
& +\mathrm{F}^{-1} \mathrm{Y}(\mathrm{k}+1) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \mathrm{~K}(\mathrm{k}+1) \mathrm{O}(\mathrm{k}+1) \\
& =\mathrm{K}(\mathrm{k})\left[\mathrm{O}(\mathrm{k})+\mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}\right] \\
& +\mathrm{F}^{-1} \mathrm{Y}(\mathrm{k}+1) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& K(k+1) O(k+1) \\
& \begin{array}{l}
=K(k) O(k) \\
+K(k) H Y(k) S(k) Y^{T}(k) H^{T} \\
+F^{-1} Y(k+1) S(k) Y^{\mathrm{T}}(k) H^{T}
\end{array} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R}+\mathrm{K}(\mathrm{k}) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& +\mathrm{F}^{-1} \mathrm{Y}(\mathrm{k}+1) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R}+\mathrm{K}(\mathrm{k}) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& +\mathrm{F}^{-1} \mathrm{~F}[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R}+\mathrm{K}(\mathrm{k}) \mathrm{HY}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& +[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1} \mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R} \\
& +\left\{\mathrm{K}(\mathrm{k}) \mathrm{H}+[\mathrm{I}+\Lambda(\mathrm{k}) \mathrm{H}]^{-1}\right\} \mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R} \\
& +\{\mathrm{K}(\mathrm{k}) \mathrm{H}+\mathrm{I}-\mathrm{K}(\mathrm{k}) \mathrm{H}\} \mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \\
& \Lambda(\mathrm{k}+1) \mathrm{R}=\Lambda(\mathrm{k}) \mathrm{R}+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}}
\end{aligned}
$$

Hence
$\Lambda(\mathrm{k}+1)=\Lambda(\mathrm{k})+\mathrm{Y}(\mathrm{k}) \mathrm{S}(\mathrm{k}) \mathrm{Y}^{\mathrm{T}}(\mathrm{k}) \mathrm{H}^{\mathrm{T}} \mathrm{R}^{-1}$
It is obvious that equations (20) and (21) substitute equations for $K(k+1)$ and $Y(k+1)$ of the Chandrasekhar-type algorithm - version 2, eliminating the use of Kalman filter gain.

## 4 Comparison of the Algorithms

It is established that the Chandrasekhar-type algorithms with gain elimination have been derived from the traditional Chandrasekhar-type algorithms. Thus the traditional as well as the proposed Chandrasekhar-type algorithms are equivalent algorithms concerning their behavior, since they compute theoretically the same prediction error covariances. Since all the algorithms are iterative, it is reasonable to compare the algorithms concerning their per iteration calculation burdens.

Scalar operations are involved in matrix manipulation operations, which are needed for the implementation of the Chandrasekhar-type algorithms. Table 1 summarizes the calculation burden of needed matrix operations. Note that $S$ denotes a symmetric matrix. The details for the multi-dimensional model $\mathrm{n} \geq 2, \mathrm{~m} \geq 2$ are given in [17].

Table 1. Calculation Burden of Matrix Operations

| Matrix <br> Operation | Matrix <br> Dimensions | Calculation <br> Burden |
| :---: | :---: | :---: |
| $C=A+B$ | $(n \times m)+(n \times m)$ | $n m$ |
| $S=A+B$ | $(n \times n)+(n \times n)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $B=I+A$ | $(n \times n)+(n \times n)$ | $n$ |
| $C=A \cdot B$ | $(n \times m) \cdot(m \times \ell)$ | $2 n m \ell-n \ell$ |
| $S=A \cdot B$ | $(n \times m) \cdot(m \times n)$ | $n^{2} m+n m-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $B=A^{-1}$ | $n \times n$ | $\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ |

The per iteration calculation burdens of the Chandrasekhar-type algorithms for the general multidimensional case, where $\mathrm{n} \geq 2, \mathrm{~m} \geq 2$, are analytically calculated in the Appendix and summarized in Table 2.

Table 2. Calculation Burden of Chandrasekhar-type algorithms

| Chandrasekhar-type <br> algorithms | Calculation <br> Burden |
| :---: | :---: |
| traditional | $C B_{C T A 1}=2 n^{3}-n^{2}+n$ |
| (gain use) | $+\frac{2}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| version1 | $+4 n^{2} m-2 n m+5 n m^{2}$ |
|  | $+33^{2} r-n r+2 n r^{2}$ |
|  | $+2 m^{2} r-m r+r^{2} m+n m r$ |
| traditional | $C B_{C T T A 2}=4 n^{3}-2 n^{2}+n$ |
| (gain use) | $+\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| version 2 | $+6 n^{2} m-3 n m+5 n m^{2}$ |
|  | $+3 n^{2} r-n r+2 n r^{2}$ |
|  | $+2 m^{2} r-m r+r^{2} m+n m r$ |
|  | $C B_{C T A G E 1}=2 n^{3}-n^{2}+n$ |
| proposed | $+\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ |
| (gain elimination) | $+\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| version1 | $+6 n^{2} m-n m+n m^{2}$ |
|  | $+3 n^{2} r-n r+2 n r^{2}$ |
|  | $+2 m^{2} r-m r+r^{2} m+n m r$ |
|  | $C B_{C T A G E 2}=2 n^{3}-n^{2}+n$ |
| proposed | $+\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ |
| (gain elimination) | $+\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| version 2 | $+6 n^{2} m-n m+n m^{2}$ |
|  | $+3 n^{2} r-n r+2 n r^{2}$ |
|  | $+2 m^{2} r-m r+r^{2} m+n m r$ |

From Table 2 we realize that we are able to determine, which Chandrasekhar-type algorithm is faster:

1. Chandrasekhar-type algorithms - version 1

$$
\begin{aligned}
& \mathrm{CB}_{\text {CTA } 1}-\mathrm{CB}_{\text {CTAGE1 }} \\
&=\frac{1}{6}\left\{16 \mathrm{~m}^{3}+(24 \mathrm{n}-3) \mathrm{m}^{2}\right. \\
&-\left(12 \mathrm{n}^{2}+6 \mathrm{n}+1\right) \mathrm{m} \\
&\left.-\left(16 \mathrm{n}^{3}-3 \mathrm{n}^{2}-\mathrm{n}\right)\right\}
\end{aligned}
$$

The areas (wrt the model dimensions), where the proposed gain elimination algorithm or the traditional algorithm is faster, are shown in Figure 1.

The following Rule of Thumb is derived: The proposed Chandrasekhar-type algorithm with gain elimination is faster than the traditional Chandrasekhar-type algorithm, when $\mathrm{m} / \mathrm{n}>0.835$


Fig. 1: The faster Chandrasekhar-type algorithm version 1
2. Chandrasekhar-type algorithms - version 2

$$
\begin{aligned}
& \mathrm{CB}_{\text {CTA } 2}-\mathrm{CB}_{\text {CTAGE } 2} \\
&=\frac{1}{6}\left\{24 \mathrm{~m}^{2}-12 \mathrm{~m}\right. \\
&\left.-\left(4 \mathrm{n}^{2}+3 \mathrm{n}-1\right)\right\}
\end{aligned}
$$

The areas (wrt the model dimensions) where the proposed gain elimination algorithm or the traditional algorithm is faster are shown in Figure 2.


Fig. 2: The faster Chandrasekhar-type algorithm version 2

The following Rule of Thumb is derived: The proposed Chandrasekhar-type algorithm with gain elimination is faster than the traditional Chandrasekhar-type algorithm, when $\mathrm{m} / \mathrm{n}>0.412$.
3. Traditional Chandrasekhar-type algorithms

$$
\begin{aligned}
\mathrm{CB}_{\text {СTA1 }}-\mathrm{CB}_{\text {СTA } 2} & \\
& =\frac{1}{6}\left\{16 \mathrm{~m}^{3}-3 \mathrm{~m}^{2}\right. \\
& -\left(12 \mathrm{n}^{2}-6 \mathrm{n}+1\right) \mathrm{m} \\
& \left.-6\left(2 \mathrm{n}^{3}-\mathrm{n}^{2}\right)\right\}
\end{aligned}
$$

The areas (wrt the model dimensions) where version 1 or version 2 is faster, are shown in Figure 3.

The following Rule of Thumb is derived: version 1 is faster than version 2 , when $m / n>1.1738$.


Fig. 3: The faster traditional Chandrasekhar-type algorithm
4. Proposed Chandrasekhar-type algorithms
$\mathrm{CB}_{\text {CTAGE1 }}=\mathrm{CB}_{\text {CTAGE2 }}$
The proposed version 1 is as fast as version 2 .
Thus we conclude that which algorithm is faster depends on the state dimension n and the measurement dimension $m$ and not on the dimension $r$ defined in (13). Hence, the knowledge of the system dimensions n and m can determine, which Chandrasekhar-type algorithm is faster.

Finally, the per iteration calculation burdens of the traditional Lyapunov equation and the Chandrasekhar-type algorithm for the Lyapunov equation, are analytically calculated in the Appendix and summarized in Table 3.

Table 3. Calculation Burden of Algorithms for the Lyapunov equation solution

| Algorithms | Calculation Burden |
| :---: | :---: |
| traditional | $\mathrm{CB}_{\mathrm{LE}}=3 \mathrm{n}^{3}$ |
| Chandrasekhar-type | $\mathrm{CB}_{\text {CTALE }}=3 \mathrm{n}^{2} \mathrm{r}$ |

As in Table 3 appears the Chandrasekhar-type algorithm for the Lyapunov equation is faster than the traditional Lyapunov equation, when $\mathrm{r}<n$.

Example. Consider the system dimensions $\mathrm{n}=$ $6, \mathrm{~m}=3$ for estimation of three-dimensional radar tracking [18]. Then $\mathrm{CB}_{\text {CTA2 }}-\mathrm{CB}_{\text {CTAGE2 }}>0$ and hence the proposed Chandrasekhar-type algorithm version 2 is faster than the traditional one.

## 5 Conclusions

In this paper, new variations of Chandrasekhar-type algorithms eliminating the Kalman filter gain are proposed. The calculation burdens of the Chandrasekhar-type algorithms are derived. The proposed Chandrasekhar-type algorithms may be faster than the traditional ones, depending on the model dimensions. It has been shown that the determination of the faster Chandrasekhar-type algorithm can be achieved via the system dimensions.

A subject of future research is to investigate the application of corresponding Chandrasekhar-type algorithms to dynamical continuous-time systems, [19], [20], [21], and to discrete-time anti-linear systems, [22]. Another area of future research may be the use of the derived Chandrasekhar-type algorithms with gain elimination in the derivation of time varying, time invariant, and steady state Kalman filters.
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## APPENDIX

The per iteration calculation burdens of the Chandrasekhar-type algorithms for the general multidimensional case, where $\mathrm{n} \geq 2, \mathrm{~m} \geq 2$, are analytically calculated in Table 4, Table 5, Table 6 and Table 7. The per iteration calculation burdens of the traditional Lyapunov equation and the Chandrasekhar-type algorithm for the Lyapunov equation, are analytically calculated in Table 8 and Table 9.

Table 4. Chandrasekhar-type algorithm - version 1

| Matrix Operation | Calculation Burden |
| :--- | :---: |
| $W_{1}(k)=Y(k) S(k)$ | $2 n r^{2}-n r$ |
| $W_{2}(k)=W_{1}(k) Y^{T}(k)$ | $n^{2} r+n r-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $W_{3}(k)=W_{2}(k) H^{T}$ | $2 n^{2} m-n m$ |
| $W_{4}(k)=H W_{3}(k)$ | $n m^{2}+n m-\frac{1}{2} m^{2}-\frac{1}{2} m$ |
| $O(k+1)=O(k)+W_{4}(k)$ | $\frac{1}{2} m^{2}+\frac{1}{2} m$ |
| $K(k) O(k)$ | $2 n m^{2}-n m$ |
| $W_{5}(k)=K(k) O(k)+W_{3}(k)$ | $n m$ |
| $O^{-1}(k+1)$ | $\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| $K(k+1)=W_{5}(k) O^{-1}(k+1)$ | $2 n m^{2}-n m$ |
| $K(k+1) H$ | $2 n^{2} m-n m$ |
| $I-K(k+1) H$ | $n$ |
| $F[I-K(k+1) H]$ | $2 n^{3}-n^{2}$ |
| $Y(k+1)=F[I-K(k+1) H] Y(k)$ | $2 n^{2} r-n r$ |
| $O^{-1}(k)$ | $\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| $W_{6}(k)=H W_{1}(k)$ | $n m r-m r$ |
| $W_{7}(k)=O^{-1}(k) W_{6}(k)$ | $2 m^{2} r-m r$ |
| $W_{8}(k)=W_{6}^{T}(k) W_{7}(k)$ | $r^{2} m+r m-\frac{1}{2} r^{2}-\frac{1}{2} r$ |
| $S(k+1)=S(k)+W_{8}(k)$ | $\frac{1}{2} r^{2}+\frac{1}{2} r$ |
| $P(k+1 / k)=P(k / k-1)+W_{2}(k)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $C B_{C T A 1}=2 n^{3}-n^{2}+n+\frac{2}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |  |
| $\quad+4 n^{2} m-2 n m+5 n m^{2}$ |  |
| $+3 n^{2} r-n r+2 n r^{2}+2 m^{2} r-m r+r^{2} m+n m r$ |  |

Table 5. Chandrasekhar-type algorithm with gain elimination - version 1

| Matrix Operation | Calculation Burden |
| :---: | :---: |
| $W_{1}(k)=Y(k) S(k)$ | $2 n r^{2}-n r$ |
| $W_{2}(k)=W_{1}(k) Y^{T}(k)$ | $n^{2} r+n r-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $W_{3}(k)=W_{2}(k) H^{T}$ | $2 n^{2} m-n m$ |
| $W_{4}(k)=H W_{3}(k)$ | $\begin{gathered} n m^{2}+n m-\frac{1}{2} m^{2}- \\ \frac{1}{2} m \end{gathered}$ |
| $O(k+1)=O(k)+W_{4}(k)$ | $\frac{1}{2} m^{2}+\frac{1}{2} m$ |
| $W_{5}(k)=W_{2}(k)\left[H^{T} R^{-1}\right]$ | $2 n^{2} m-n m$ |
| $\Lambda(k+1)=\Lambda(k)+W_{5}(k)$ | $n m$ |
| $\Lambda(k+1) H$ | $2 n^{2} m-n m$ |
| $I+\Lambda(k+1) H$ | $n$ |
| $[I+\Lambda(k+1) H]^{-1}$ | $\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ |
| $F[I+\Lambda(k+1) H]^{-1}$ | $2 n^{3}-n^{2}$ |
| $\begin{aligned} & Y(k+1)=F[I+\Lambda(k \\ & \\ & \quad+1) H]^{-1} Y(k) \end{aligned}$ | $2 n^{2} r-n r$ |
| $O^{-1}(k)$ | $\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| $W_{6}(k)=H W_{1}(k)$ | $n m r-m r$ |
| $W_{7}(k)=O^{-1}(k) W_{6}(k)$ | $2 m^{2} r-m r$ |
| $W_{8}(k)=W_{6}^{T}(k) W_{7}(k)$ | $r^{2} m+r m-\frac{1}{2} r^{2}-\frac{1}{2} r$ |
| $S(k+1)=S(k)+W_{8}(k)$ | $\frac{1}{2} r^{2}+\frac{1}{2} r$ |
| $P(k+1 / k)=P(k / k-1)+W_{2}(k)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $\begin{gathered} C B_{\text {CTAGE } 1}=2 n^{3}-n^{2}+n+\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right) \\ +\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)+6 n^{2} m-n m+n m^{2} \\ +3 n^{2} r-n r+2 n r^{2}+2 m^{2} r-m r+r^{2} m+n m r \end{gathered}$ |  |

Table 6. Chandrasekhar-type algorithm - version 2

| Matrix Operation | Calculation Burden |
| :--- | :---: |
| $W_{1}(k)=Y(k) S(k)$ | $2 n r^{2}-n r$ |
| $W_{2}(k)=W_{1}(k) Y^{T}(k)$ | $n^{2} r+n r-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $W_{3}(k)=W_{2}(k) H^{T}$ | $2 n^{2} m-n m$ |
| $W_{4}(k)=H W_{3}(k)$ | $n m^{2}+n m-\frac{1}{2} m^{2}-\frac{1}{2} m$ |
| $O(k+1)=O(k)+W_{4}(k)$ | $\frac{1}{2} m^{2}+\frac{1}{2} m$ |
| $O^{-1}(k+1)$ | $\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| $K(k) H$ | $2 n^{2} m-n m$ |
| $I-K(k) H$ | $n$ |
| $F[I-K(k) H]$ | $2 n^{3}-n^{2}$ |
| $Y(k+1)=F[I-K(k) H] Y(k)$ | $2 n^{2} r-n r$ |
| $W_{5}(k)=H W_{1}(k)$ | $n m r-m r$ |
| $W_{6}(k)=O^{-1}(k+1) W_{5}(k)$ | $2 m^{2} r-m r$ |
| $W_{7}(k)=W_{5}^{T}(k) W_{6}(k)$ | $r^{2} m+r m-\frac{1}{2} r^{2}-\frac{1}{2} r$ |
| $S(k+1)=S(k)-W_{7}(k)$ | $\frac{1}{2} r^{2}+\frac{1}{2} r$ |
| $K(k) O(k)$ | $2 n m^{2}-n m$ |
| $W_{8}(k)=W_{5}^{T}(k) O^{-1}(k+1)$ | $2 n m^{2}-n m$ |
| $W_{9}(k)=F^{-1} Y(k+1)$ | $2 n^{3}-n^{2}$ |
| $W_{10}(k)=W_{9}(k) W_{8}(k)$ | $2 n^{2} m-n m$ |
| $K(k+1)=K(k)+W_{10}(k)$ | $n m$ |
| $P(k+1 / k)=P(k / k-1)+W_{2}(k)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $C B_{C T A 2}=4 n^{3}-2 n^{2}+n+\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |  |
| $+6 n^{2} m-3 n m+5 n m^{2}$ |  |
| $+3 n^{2} r-n r+2 n r^{2}+2 m^{2} r-m r+r^{2} m+n m r$ |  |

Table 7. Chandrasekhar-type algorithm with gain elimination - version 2

| Matrix Operation | Calculation Burden |
| :--- | :---: |
| $W_{1}(k)=Y(k) S(k)$ | $2 n r^{2}-n r$ |
| $W_{2}(k)=W_{1}(k) Y^{T}(k)$ | $n^{2} r+n r-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $W_{3}(k)=W_{2}(k) H^{T}$ | $2 n^{2} m-n m$ |
| $W_{4}(k)=H W_{3}(k)$ | $n m^{2}+n m-\frac{1}{2} m^{2}-\frac{1}{2} m$ |
| $O(k+1)=O(k)+W_{4}(k)$ | $\frac{1}{2} m^{2}+\frac{1}{2} m$ |
| $W_{5}(k)=W_{2}(k)\left[H^{T} R^{-1}\right]$ | $2 n^{2} m-n m$ |
| $\Lambda(k+1)=\Lambda(k)+W_{5}(k)$ | $n m$ |
| $\Lambda(k) H$ | $2 n^{2} m-n m$ |
| $I+\Lambda(k) H$ | $n$ |
| $[I+\Lambda(k) H]^{-1}$ | $\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ |
| $F[I+\Lambda(k) H]^{-1}$ | $2 n^{3}-n^{2}$ |
| $Y(k+1)=F[I+\Lambda(k) H]^{-1} Y(k)$ | $2 n^{2} r-n r$ |
| $O^{-1}(k+1)$ | $\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)$ |
| $W_{6}(k)=H W_{1}(k)$ | $n m r-m r$ |
| $W_{7}(k)=O^{-1}(k+1) W_{6}(k)$ | $2 m^{2} r-m r$ |
| $W_{8}(k)=W_{6}^{T}(k) W_{7}(k)$ | $r^{2} m+r m-\frac{1}{2} r^{2}-\frac{1}{2} r$ |
| $S(k+1)=S(k)-W_{8}(k)$ | $\frac{1}{2} r^{2}+\frac{1}{2} r$ |
| $P(k+1 / k)=P(k / k-1)+W_{2}(k)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $C B_{C T A G E 2}=2 n^{3}-n^{2}+n+\frac{1}{6}\left(16 n^{3}-3 n^{2}-n\right)$ <br> $+\frac{1}{6}\left(16 m^{3}-3 m^{2}-m\right)+6 n^{2} m-n m+n m^{2}$ <br> $+3 n^{2} r-n r+2 n r^{2}+2 m^{2} r-m r+r^{2} m+n m r$ |  |

Table 8. Lyapunov equation

| Matrix Operation | Calculation Burden |
| :--- | :---: |
| $F P(k / k-1)$ | $2 n^{3}-n^{2}$ |
| $F P(k / k-1) F^{T}$ | $n^{3}+\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $P(k+1 / k)=Q+F P(k / k-1) F^{T}$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $C B_{L E}=3 n^{3}$ |  |

Table 9. Chandrasekhar-type algorithm - Lyapunov
equation

| Matrix Operation | Calculation Burden |
| :--- | :---: |
| $\Psi(k+1)=F \Psi(k)$ | $2 n^{2} r-n r$ |
| $\Psi(k) \Psi^{T}(k)$ | $n^{2} r+n r-\frac{1}{2} n^{2}-\frac{1}{2} n$ |
| $P(k+1 / k)=P(k / k-1)+\Psi(k) \Psi^{T}(k)$ | $\frac{1}{2} n^{2}+\frac{1}{2} n$ |
| $C B_{L E}=3 n^{2} r$ |  |

