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Abstract: - This paper provides an upper bound for the number of periodic orbits in planar systems. The research results in, [7], and, [8], allows one to produce a bound on the number of periodic orbits/limit cycles.
Introducing the concept of Maximal Grade and Maximal Number of Periodic Orbits, a simple algebraic calculation leads to an upper bound on the number of periodic trajectories for general second order systems. In particular, it also applies to polynomial ODE's.
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## 1 Introduction

In recent papers, [7] and [8], a necessary and sufficient condition for the existence of periodic orbits in general second order oscillators (non-conservative) were presented. Moreover, the periodic orbit's phase portrait can be constructed (at least for a trajectory portion) by solving a first order singular nonlinear ODE.

However, sometimes the exact determination of a periodic orbit is not required and a bound on the number of them is enough, [1], [9], [10]. In this direction, even simple polynomial systems can oppose resistance to the possibility of finding bounds for their number of limit cycles, [6], [11].

This paper aims to provide an upper bound for the number of periodic orbits in a second order oscillator to the form:

$$
\begin{array}{r}
\ddot{x}(t)=f\left(x(t), \dot{x}(t), a_{1}, a_{2}, \ldots, a_{m}\right)  \tag{1}\\
x(t) \in \Re, f \in C^{n+1}(\Re)
\end{array}
$$

Where $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a real set of numeric parameters and $n$ is the minimal derivative order such that:


This means that, after $n$ derivatives, a function $g($. is obtained that does not depend on the parameters $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.

Despite simplified versions of the nonlinear oscillators considered in this paper, up to the author's
knowledge, no other available method is able to find an explicit upper bound for the number of periodic orbits.

The paper is organized as follows: Section 2 presents all the machinery necessary and the main results, Section 3 presents some examples of application and finally Section 4 some conclusions.

## 2 A bound for the number of periodic orbits

This section introduces some machinery needed to prove the main theorem:

Lemma 1 Given a function $f \in C^{n+1}(\Re)$, and a function $\phi(x) \in C^{0}(\Re)$, that is a solution of:

$$
\left\{\begin{array}{l}
\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}, \quad \phi\left(A_{i}\right)=0 \\
\left.\frac{d \phi(x)}{d x}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L
\end{array}\right.
$$

Then, $\phi(x) \in C^{n+1}\left(\Re \backslash A_{i}\right)$.
proof By induction, taking a derivative:

$$
\begin{gathered}
\frac{\frac{\partial f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\partial x}}{\phi(x)}+ \\
-\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right) \cdot \frac{d \phi(x)}{d x}}{\phi(x)^{2}} \in C^{0}\left(\Re \backslash A_{i}\right)
\end{gathered}
$$

In other words: $\frac{d^{2} \phi(x)}{d x^{2}} \in C^{0}\left(\Re \backslash A_{i}\right)$. Then, assuming that $\phi(x) \in{ }^{C}{ }^{n}\left(\Re \backslash A_{i}\right)$ and taking an extra derivative:

$$
\frac{d}{d x}[\underbrace{\frac{d^{n-1}}{d x^{n-1}}\left(\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}\right)}_{C^{n-1}\left(\Re \backslash A_{i}\right)}]
$$

Then, according to the derivative process above, the $n-1$ derivatives will lead a quotient:

$$
\begin{aligned}
& \frac{d^{n-1}}{d x^{n-1}}\left(\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}\right)= \\
= & \frac{P(x)}{Q(x)}, \quad\{P(x), Q(x)\} \in C^{n-1}\left(\Re \backslash A_{i}\right)
\end{aligned}
$$

Finally, an extra derivative in this quotient will lead: $\frac{d^{n+1} \phi(x)}{d x^{n+1}} \in C^{n+1}\left(\Re \backslash A_{i}\right)$. This completes the proof.
Lemma 2 If a function $\phi(x) \in C^{n+1}(\Re)$ is solution of:

$$
\left\{\begin{array}{l}
\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}, \quad \phi\left(A_{i}\right)=0, \quad i=1, \ldots L \\
\left.\frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L
\end{array}\right.
$$

Allowing $L \rightarrow \infty$, then is solution of:

$$
\left\{\begin{array}{l}
\frac{d^{(n+1)} \phi(x)}{d x^{n+1}}=\frac{d^{n}\left(\frac{f\left(x(t), \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}\right)}{d x^{n}}=g(x(t)) \\
\phi\left(A_{i}\right)=0,\left.\quad \frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L
\end{array}\right.
$$

proof The proof is rather straightforward taking $n$ derivatives from the given $O D E$, in the view of Lemma 1] This completes the proof.

With this lemma, it is clear that any periodic orbit of (1), it is a solution contained in, [8]:
$\left\{\begin{array}{l}\frac{d^{(n+1)} \phi(x)}{d x^{n+1}}=\frac{d^{n}\left(\frac{f\left(x(t), \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)}\right)}{d x^{n}}=g(x(t)) \\ \phi\left(A_{i}\right)=0,\left.\quad \frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L\end{array}\right.$
However, this ODE does not depend on the parameters $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$, or in other words, equation (2) serves as a universal ODE containing all the possible periodic orbits corresponding to (1).

The final preliminary result is about uniqueness of solutions:
Lemma 3 (Uniqueness of solutions) Given an ODE:

$$
\begin{array}{r}
\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)} \\
\phi\left(A_{i}\right)=0, \quad i=1, \ldots L
\end{array}
$$

Every solution satisfying the initial condition is unique.
proof Let's suppose that two different solutions $\left\{\phi_{1}(x), \phi_{2}(x)\right\}, \quad \phi_{1}(x) \neq \phi_{2}(x) \forall x \neq A_{i}$ exists:

$$
\left\{\begin{array}{l}
\frac{d \phi_{1}(x)}{d x}=\frac{f\left(x, \phi_{1}(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi_{1}(x)} \\
\frac{d \phi_{2}(x)}{d x}=\frac{f\left(x, \phi_{2}(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi_{2}(x)}
\end{array}\right.
$$

Integrating between $x$ and $A_{i}$ :

$$
\left\{\begin{array}{l}
-\frac{\phi_{1}(x)^{2}}{2}=\int_{x}^{A_{i}} f\left(\sigma, \phi_{1}(\sigma), a_{1}, a_{2}, \ldots, a_{m}\right) \cdot d \sigma \\
-\frac{\phi_{2}(x)^{2}}{2}=\int_{x}^{A_{i}} f\left(\sigma, \phi_{2}(\sigma), a_{1}, a_{2}, \ldots, a_{m}\right) \cdot d \sigma
\end{array}\right.
$$

Subtracting both equations and taking absolute value:

$$
\begin{array}{r}
\frac{1}{2} \cdot\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right|= \\
=\mid \int_{x}^{A_{i}}\left(f\left(\sigma, \phi_{1}(\sigma), a_{1}, a_{2}, \ldots, a_{m}\right)+\right. \\
\left.-f\left(\sigma, \phi_{2}(\sigma), a_{1}, a_{2}, \ldots, a_{m}\right)\right) \cdot d \sigma \mid
\end{array}
$$

Moreover:

$$
\begin{array}{r}
\frac{1}{2} \cdot\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right|^{2}= \\
=\frac{1}{2} \cdot\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right| \\
\mid \int_{x}^{A_{i}}\left(f\left(\sigma, \phi_{1}(\sigma), a_{1}, a_{a}, \ldots, a_{m}\right)+\right. \\
\left.-f\left(\sigma, \phi_{2}(\sigma), a_{1}, a_{2}, \ldots, a_{m}\right)\right) \cdot d \sigma \mid
\end{array}
$$

Then:
$\frac{1}{2} \cdot\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right| \leq \int_{x}^{A_{i}} \nu(\sigma) \cdot\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right| \cdot d \sigma$
where $\nu(x)=\mid f\left(\sigma, \phi_{1}(\sigma), a_{1}, a_{a}, \ldots, a_{m}\right)+$ $-f\left(\sigma, \phi_{2}(\sigma), a_{1}, a_{a}, \ldots, a_{m}\right) \mid$.

Considering the Gronwall-Bellman inequality, [2], pp. 45, with zero independent term, then:
$\left|\phi_{1}(x)^{2}-\phi_{2}(x)^{2}\right| \leq 0 \cdot e^{2 \cdot \int_{x}^{A_{i}} \nu(\sigma) \cdot d \sigma}=0 \rightarrow \phi_{1}(x)=\phi_{2}$
This completes the proof.
Finally, noticing that successive derivatives in (1) up to the order $n+1$ will lead:
$\left\{\begin{array}{l}\frac{d^{(n+1)} \phi(x)}{d x^{n+1}}=\frac{d^{n}\left(\left.\frac{f\left(x(t), \dot{x}(t), a_{1}, a_{2}, \ldots, a_{m}\right)}{\dot{x}(t)}\right|_{\dot{x}=\phi(x)}\right)}{d x^{n}}= \\ =g\left(x(t), \dot{x}(t), \ddot{x}(t), \ldots, \frac{d^{n} x(t)}{d x^{n}}\right) \\ \phi\left(A_{i}\right)=0,\left.\quad \frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L\end{array}\right.$
This motivates the following definition:
Definition 1 (Maximal Grade (MG)) Given a second order ODE (1) with its complementary ODE:

$$
\left\{\begin{array}{l}
\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)} \\
\phi\left(A_{i}\right)=0, \quad i=1, \ldots L \\
\left.\frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L
\end{array}\right.
$$

The maximal grade $(M G)$ is defined to be the minimal derivative order, such that:
$\left\{\begin{array}{l}\frac{d^{(n+1)} \phi(x)}{d x^{n+1}}=\frac{d^{n}\left(\frac{f\left(x(t), \dot{x}(t), a_{1}, a_{2}, \ldots, a_{m}\right)}{\dot{x}(t)}\right)}{d x^{n}}= \\ =g\left(x(t), \dot{x}(t), \ddot{x}(t), \ldots, \frac{d^{n} x(t)}{d x^{n}}\right) \\ \quad \phi\left(A_{i}\right)=0,\left.\quad \frac{d^{(i)} \phi(x)}{d x^{i}}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L\end{array}\right.$

In the same manner, the maximal number of periodic orbits is defined to be:

Definition 2 (MNPO) Given a second order ODE (1) with its maximal complementary ODE (3) and defining its solution by $\phi(x)=\zeta(x) \in \mathbb{C}^{n+1}(\Re)$, the maximal number of periodic orbits is defined as the number of real solutions of $\zeta(x)=0$.

Then, the following theorem provides an upper bound for the number of periodic orbits:
Theorem $1 A$ second order $O D E: \ddot{x}(t)=$ $f\left(x(t), \dot{x}(t), a_{1}, a_{2}, \ldots, a_{n}\right), \quad x(t) \quad \in \quad \Re, f \in$ $C^{n+1}(\Re)$ possessing $L$ limit cycles: $\left\{x(0)=A_{i} \in\right.$ $\left.\Re^{+}, x(T)=A_{i}, \dot{x}(0)=0, \quad i=1, \ldots, L\right\}$, with a $M G=M, \quad M \neq 0$ and $M N P O=R$ (possibly with $R \rightarrow \infty)$ satisfies:

$$
L \leq \min \{R, M\}
$$

proof Recalling that the solution to (3) is defined to be: $\phi(x)=\zeta(x) \in \mathbb{C}^{n+1}(\Re)$. It turns out that this solution does not depend on the set of parameters $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$, moreover: $\zeta\left(A_{i}\right)=0, \quad \forall i=$ $1, \ldots, L$.

On the other hand, let's recall that according to, [8], given a second order oscillator, the periodic orbits can be computed by solving the following auxiliary $O D E$ :

$$
\left\{\begin{array}{l}
\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)} \\
\phi\left(A_{i}\right)=0, \quad i=1, \ldots L
\end{array}\right.
$$

Let's denote the solution to this ODE by $\phi\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)=\zeta\left(x, a_{1}, a_{2}, \ldots, a_{m}\right) \quad \in$ $\mathbb{C}^{n+1}(\Re)$. Notice that in this case, the solution does depends on the set of parameters $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.

Performing an asymptotic approximation for the solution $\phi\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)$ with $x \rightarrow A_{i}, \quad \forall i=$ $1, \ldots, L$ to the form, [5]:

$$
\begin{array}{r}
\zeta\left(x, a_{1}, a_{2}, \ldots, a_{m}\right) \sim \zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)  \tag{4}\\
\left(x \rightarrow A_{i}\right)
\end{array}
$$

where $\alpha_{L}$ is a polynomial of degree $L$ such that: $\alpha_{L}\left(A_{i}, a_{1}, a_{2}, \ldots, a_{m}\right)=0$. Moreover, let's prove that this asymptotic approximation satisfies (solution) the $O D E$ :
$\left\{\begin{array}{l}\frac{d \phi(x)}{d x}=\frac{f\left(x, \phi(x), a_{1}, a_{2}, \ldots, a_{m}\right)}{\phi(x)} \\ \quad \phi\left(A_{i}\right)=0,\left.\quad \frac{\phi(x)}{d x}\right|_{x=A_{i}} \rightarrow \infty, \quad i=1, \ldots L\end{array}\right.$
Asymptotically:

$$
\begin{array}{r}
\lim _{x \rightarrow A_{i}} \frac{d\left(\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)\right)}{d x}= \\
=\lim _{x \rightarrow A_{i}} \frac{f\left(x, \zeta(x)+\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right), a_{1}, \ldots, a_{m}\right)}{\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}
\end{array}
$$

Rewriting this limit as:

$$
\begin{array}{r}
\lim _{x \rightarrow A_{i}} \frac{d\left(\zeta(x) \cdot\left(1+\frac{\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{\zeta(x)}\right)\right)}{d x}= \\
=\lim _{x \rightarrow A_{i}} \frac{f\left(x, \zeta(x) \cdot\left(1+\frac{\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{\zeta(x)}\right), a_{1}, \ldots, a_{m}\right)}{\zeta(x) \cdot\left(1+\frac{\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{\zeta(x)}\right)}
\end{array}
$$

Since $\alpha_{L}\left(A_{i}, a_{1}, a_{2}, \ldots, a_{m}\right)=0$ and $\zeta\left(A_{i}\right)=0$, applying L'Hospital rule:

$$
\begin{array}{cc}
\lim _{x \rightarrow A_{i}} & \frac{d \zeta(x)}{d x}= \\
\lim _{x \rightarrow A_{i}} & \frac{f(x, \zeta(x))}{\zeta(x)}
\end{array}
$$

Showing that $\zeta(x)$ is actually a solution to the given ODE confirming the universality of $\zeta(x)$.

Note: The polynomial derivative: $\alpha_{L}^{\prime}=$ $\frac{d \alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{d x}$ is another polynomial with one degree less, so this function is bounded. Moreover, the derivative: $\frac{d \zeta(x)}{d x}=\frac{f(x, \zeta)}{\zeta(x)}$, in the view
of the solution's $\zeta(x)$ universality. In this case, $\lim _{x \rightarrow A_{i}} \quad \frac{\alpha_{L}^{\prime} \cdot \zeta(x)}{f(x, \zeta(x)}=0$.

On the other hand, according to Lemma 3 a solution $\zeta\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)$ is unique, so let's prove that the polynomial $\left.\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)\right)$ is, in fact, asymptotically unique.

Moreover, it is not difficult to conclude this assumption: two polynomials with identical roots $\left(A_{i}, \quad i=1, \ldots, L\right)$ are identical up to a constant.

Concluding that, asymptotically, the polynomial $\alpha_{L}$ is unique. Next, by virtue of Lemma 2 the solution $\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)$ should provide an asymptotic solution to:

$$
\frac{d^{(M+1)}\left(\zeta(x)+\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)\right)}{d x^{M+1}}=
$$

$$
=\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right), a_{1}, \ldots, a_{m}\right)}{\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}\right)}{d x^{M}}, \quad\left(x \rightarrow A_{i}\right)\left\{\begin{array}{l}
\zeta\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)=0 \sim \alpha_{M}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)=0 \\
\left(x \rightarrow A_{i}\right)
\end{array}\right.
$$

That is:

$$
\begin{aligned}
& \frac{d^{(M+1)} \zeta(x)}{d x^{M+1}}+\frac{d^{M+1} \alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{d x^{M+1}}= \\
& =\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x)+\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right), a_{1}, \ldots, a_{m}\right)}{\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}\right)}{d x^{M}}
\end{aligned}
$$

Moreover, by virtue of the universality of $\zeta(x)$ :

$$
\frac{d^{(M+1)} \zeta(x)}{d x^{M+1}}=\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x), a_{1}, a_{a}, \ldots, a_{m}\right)}{\zeta(x)}\right)}{d x^{M}}
$$

Then:

$$
\begin{array}{r}
\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x), a_{1}, \ldots, a_{m}\right)}{\zeta(x)}\right)}{d x^{M}}+ \\
+\frac{d^{M+1} \alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{d x^{M+1}}= \\
d^{M\left(\frac{f\left(x(t), \zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right), a_{1}, \ldots, a_{m}\right)}{\zeta(x)+\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}\right)} \\
d x^{M}
\end{array}
$$

Asymptotically:

$$
\begin{array}{r}
\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x), a_{1}, \ldots, a_{m}\right)}{\zeta(x)}\right)}{d x^{M}}+\frac{d^{M+1} \alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right)}{d x^{M+1}}= \\
\frac{d^{M}\left(\frac{f\left(x(t), \zeta(x)+\alpha_{L}\left(x, a_{1}, \ldots, a_{m}\right), a_{1}, a_{a}, \ldots, a_{m}\right)}{\zeta(x)+\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}\right)}{d x^{M}} \\
\sim \\
\frac{d^{M+1} \alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}{d x^{M+1}}=0 \quad\left(x \rightarrow A_{i}\right)
\end{array}
$$

Having considered that: $\quad \zeta(x)+$ $\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right) \sim \zeta \quad\left(x \rightarrow A_{i}\right)$. This equivalence shows that all the derivatives above the order $M$ will lead: $\frac{d^{p} \alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)}{d x^{p}}=0, \quad p \geq M+1$, then at most $M$ distinct roots are possible for the polynomial $\alpha_{L}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right)$.

The key conclusion is about $L$ and $M: L \leq M$. So the expression for the asymptotic equivalence can be written as follows:

$$
\left\{\begin{array}{l}
\zeta\left(x, a_{1}, a_{2}, \ldots, a_{m}\right) \sim \zeta(x)+\alpha_{M}\left(x, a_{1}, a_{2}, \ldots, a_{m}\right) \\
\left(x \rightarrow A_{i}\right)
\end{array}\right.
$$

On the other hand, by virtue of (4), it is clear that, asymptotically:

Recalling that, by definition, $\zeta\left(A_{i}\right)=0, \quad \forall i=$ $1, \ldots, L$. In other words, $A_{i}$ is the amplitude of a periodic orbit if and only if: $\zeta\left(A_{i}, a_{1}, a_{2}, \ldots, a_{m}\right)=0$ or if and only if: $\alpha_{M}=0$, that is, at most $M$ periodic orbits for a second order oscillator with $M G=$ $M, \quad M \neq 0$.

The number of actual periodic orbits is, in fact, $L \leq M$. Therefore, not all the zeroes of $\alpha_{M}$ indicate the actual orbits, but this serves as an upper bound as requested. Furthermore, if $M=0$, then $\alpha_{M}=$ 0 provides no insight into this bound on the periodic orbits' number.

Finally, it should be noticed that the general solution to (3), that does not depend on the parameters $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$, it contains all the possible periodic orbits for any possible combination of these parameters. Similarly, for a given oscillator, certain parameter selections will raise a center $(R \rightarrow \infty)$ or, with another choice, limit cycles $(R<\infty)$.

Looking for an upper bound on the limit cycles, if $R \rightarrow \infty$ the conclusion is clear: $L \leq M$, however, if $R<\infty$, two possibilities arise by virtue of the asymptotic equivalence (4):

- $R>M$, then only the $M$ zeroes of $\alpha_{M}$ could satisfy the asymptotic equivalence, so: $L \leq M$
- $R<M$, then only the zeroes of $\zeta(x)$ could satisfy the asymptotic equivalence, so: $L \leq R$

In summary: $L \leq \min \{R, M\}$. This completes the proof.

Finally, specializing this result to oscillators: $\ddot{x}(t)=-x(t)+\frac{d F(x(t))}{d x(t)} \cdot \dot{x}(t)$, with $F(x)$ a polynomial of degree $N$ :

Corollary 1 A second order $O D E: \ddot{x}(t)=\ddot{x}(t)=$ $-x(t)+\frac{d F(x(t))}{d x(t)} \cdot \dot{x}(t)$, with $F(x)$ a polynomial of degree $N$ and the number of isolated periodic orbits $L$, a bounded from above is given by: $L \leq N+1$.
proof Applying Theorem 17 $M=N+1$, in addition to setting all the coefficients to zero in $F(x)$, a center is obtained, then $R=\infty$. This completes the proof.

## 3 Examples

### 3.1 Classical Van der Pol's Oscillator

The classical Van der Pol's equation can be written to be, [3], pp. 6:

$$
\ddot{x}(t)=-x(t)+\epsilon \cdot\left(1-x(t)^{2}\right) \cdot \dot{x}(t)
$$

Then, it is not difficult to obtain:

$$
\frac{d \phi(x)}{d x}=-\frac{x}{\phi(x)}+\epsilon \cdot\left(1-x^{2}\right)
$$

Setting $\epsilon=0$ clearly results in a center, so: $R=$ $\infty$. On the other hand, taking derivatives:

$$
\frac{d^{4} \phi(x)}{d x^{4}}=\frac{d^{3}}{d x^{3}}\left(-\frac{x}{\phi(x)}\right)
$$

In this case: $M G=3$, then: $L \leq 3$. It is known that for a Van der Pol system $L=1$.

### 3.2 Polynomial systems

Considering the important case analysed by Dumortier, et. al, [4]:

$$
\ddot{x}(t)=-\epsilon \cdot(x-\lambda)-\frac{\partial H(c, e, a, x)}{\partial x} \cdot \dot{x}
$$

Where $H(c, e, a, x)=\left(x^{2}-1\right)^{2} \cdot(c \cdot e \cdot x+1)$. $\left(x^{2}+e \cdot x+\frac{1}{8}\right)-a \cdot x$. Considering polynomial's degree of $H(c, e, a, x)$ equal to 7 and according to Corollary 1 , $M=8$.

On the other hand, let's consider a generalization to the given polynomial $H(c, e, a, x)$ by:

$$
\begin{aligned}
H^{*}(c, e, a, x, d)= & \left(x^{2}-1\right)^{2} \cdot(c \cdot e \cdot x+d) \\
& \cdot\left(x^{2}+e \cdot x+\frac{1}{8}\right)-a \cdot x
\end{aligned}
$$

It is clear that the conclusion about the number of limit cycles includes the case $d=0$, or, in other words, the given system.

In this way, setting all the coefficients to zero: $\{a=0, c=0, d=0, e=0\}:$

$$
\ddot{x}(t)=-\epsilon \cdot(x-\lambda)
$$

Which is not more than a center: $R=\infty$. Then, the conclusion, according to Theorem 1 is: $L \leq 8$. This is in complete agreement with, [4], where the bound was: $L \geq 4$.

## 4 Conclusions

In this paper, in light of the recent necessary and sufficient conditions for periodic orbits in planar systems, [7], and, [8], a bound from above is presented for the number of periodic orbits, based on the concept of maximal grade (MG) and maximum number of periodic orbits (MNPO).

This result allowed, for instance, to establish an upper bound for polynomial systems based on a polynomial's degree, in particular, the influential case studied by Dumortier, et. al, was analysed and an upper bound obtained, [4].

In a future paper, oscillators without parameters or even bifurcation will be studied utilizing the method in this paper.
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