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Abstract: The development of statistical methods also impacts the development of analytical methods. One 
analytical method in which this is the case is the multinomial logistic regression modeling method. In this method, 
we have more than two categories of the response variable. At this time, the data used in modeling has various 
problems, one of which is overdispersion. This is a condition where there is a correlation between the response 
variables. This paper will examine the performance of multinomial logistic regression when there is 
overdispersion present in the data. We will focus on implementing methods in the Stress Level Data, which is 
about student stress level due to ‘zoom fatigue’. The model selection is carried out using the stepwise method, 
where the best model is selected based on the smallest AIC value of the model candidates. The best model for 
our data shows that the performance of the multinomial logistic regression approach with overdispersion 
treatment is better than without allowing for overdispersion. 
 
Key-Words: Multinomial Logistic Regression, Overdispersion, Stress Level Data, Zoom Fatigue 

Received: March 8, 2023. Revised: October 25, 2023. Accepted: November 18, 2023. Published: December 31, 2023.    

 
1 Introduction 
This has given rise to many modeling techniques. 
Statistical modeling is one method that aims to find 
information from the data that will be used for 
various purposes in various fields [1]. The data 
available in everyday life also has various types, one 
of which is discrete data. This type of discrete data in 
modeling requires a variety of approach methods, one 
of which is multinomial logistic regression [2]. 

Multinomial logistic regression is a statistical 
method in which the response variable has more than 
two categories. This method is often referred to as a 
development of the binomial logistic regression 
method [3]. Determine the relationship between the 
response variable and several explanatory variables. 
However, in practice, the data can present several 
difficulties. One of them is overdispersion. 

Overdispersion is a condition where there is a 
correlation between the response variables [4]. If the 
data show an overdispersion, the impact of the result 
is poor modeling [5]. Therefore, it is necessary to deal 
with the problem of overdispersion. Goodness-of-fits 
test can evaluate the performance of modeling. 
Therefore, it is necessary to calculate the goodness of 

the modeling method's goodness before and after 
handling overdispersion, and this is one of the aims. 

In our study, the data with this overdispersion 
problem is found in the Stress Level Data, which is 
about the stress level in students due to zoom fatigue 
during online lectures. If it is not treated, zoom 
fatigue itself will have various negative impacts on 
the body. For example, the problem of fatigue [6], 
lack of socialization [7], and mental health [8] cause 
potential stress [9]. This problem has a severe impact 
and so it needs further analysis. 

Therefore, this paper will focus on handling the 
overdispersion of data show subject to multinomial 
logistic regression. Our methods will apply to stress 
level data. The aim is to explore potential factors that 
impact stress due to zoom fatigue. 
 
 
2 Materials and Methods 
 
2.1 Data Sources 

The data used in this article is Stress Level Data, 
which are secondary data taken from Kaggle 
(www.kaggle.com/datasets/iganarendra/zoom-
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fatigue-pada-mahasiswa-indonesia) last 
accesses at. More briefly, the explanatory 
variables used in this paper has shown in Table 1 
below. 

Table 1. The Explanatory Variables 

Variable Description  Scale 
𝑋1 Average usage Ratio 
𝑋2 Gender Nominal 
𝑋3 Device Type Nominal 
𝑋4 Screen size Ratio 
𝑋5 With Desk Ordinal 
𝑋6 With sofa Ordinal 
𝑋7 On the floor Ordinal 
𝑋8 Lying Ordinal 
𝑋9 Mobile Ordinal 
𝑋10 Audio type Nominal 
𝑋11 Usage limit Ratio 
𝑋12 Eye condition Ordinal 
𝑋13 Waist condition Ordinal 
𝑋14 Tingling Ordinal 
𝑋15 Neck condition Ordinal 
𝑋16 Head condition Ordinal 
𝑋17 Finger condition Ordinal 

 
The research response variables are more frequent. It is 

presented in Table 2 below. 

Table 2. Response variables 

Category Description  Number of 
students 

1 No stress (Normal) 115 
2 Experiencing Mild 

Stress 
151 

3 Experiencing Moderate 
Stress 

20 

4 Experiencing Severe 
Stress 

2 

 
This study will model the data using the multinomial 

logistic regression method. Then it will check whether 
there is overdispersion in the data or not. Suppose the data 
are affected by overdispersion. In that case, the data will 
again be modeled with multinomial logistic regression 
with overdispersion. 
The first data exploration is the descriptive 
statistics steps for this study's analysis. Then we 
test the independence of the explanatory 
variables on the response variables to see 
whether they are correlated. After that, we 
analyze the data with multinomial logistics 
regression without and with the overdispersion 
case, and evaluate the performances. 

 
2.2 Multinomial Logistic Regression 

Multinomial logistic regression is one of the data 
analysis methods in statistics that aims to find the 
relationship between the response variable (𝑌) and 
several explanatory variables (𝑋). The response 
variable (𝑌) is multinomial or has more than two 
categories. Suppose, 𝑖 = 1,2, . . . , 𝑛, where 𝑛 is the 
number of observation, where ∑ 𝜋𝑗 = 1

𝑝
𝑗=1 . In 

general the multinomial logistic regression model can 
be written as follows [10]: 

𝜋𝑗(𝑥) = 𝑃(𝑌 = 𝑗|𝑥) =
𝑒

(𝛽𝑗0+𝛽𝑗1𝑥1+𝛽𝑗2𝑥2+⋯+𝛽𝑗𝑘𝑥𝑘)

1+𝑒
(𝛽𝑗0+𝛽𝑗1𝑥1+𝛽𝑗2𝑥2+⋯+𝛽𝑗𝑘𝑥𝑘)

 (1) 

where 𝑗 = 1,2,3, … , 𝑝, the number of outcome in 𝑌 
is defined as 𝑝 and k is the number of explanatory 
variable. Let 𝑔𝑗 (𝑥) =  𝛽𝑗0 + 𝛽𝑗1𝑥1 + 𝛽𝑗2𝑥2 + ⋯ +
𝛽𝑗𝑘𝑥𝑘 and 𝑥 =  𝑥1, 𝑥2, … , 𝑥𝑘 . 

For illustration, suppose the number of categorical 
outcomes in 𝑌 is three, the logit transformation will 
have two functions. If it is assumed that 𝑌 = 1, then 
the functions follow. 

𝑔1 (𝑥) = 𝑙𝑛
[𝑃(𝑌=2|𝑥]

[𝑃(𝑌=1|𝑥]
= 𝛽10 + 𝛽11𝑥1 + 𝛽12𝑥2 +

⋯ + 𝛽1𝑘𝑥𝑘 (2) 

𝑔2 (𝑥) = 𝑙𝑛
[𝑃(𝑌=3|𝑥]

[𝑃(𝑌=1|𝑥]
= 𝛽20 + 𝛽21𝑥1 + 𝛽22𝑥2 +

⋯ + 𝛽2𝑘𝑥𝑘(3) 

One of the methods in estimating parameters for 
the multinomial logistic regression model is using the 
maximum likelihood method. The likelihood 
function used is: 

𝐿(𝛽) =
∏ [𝜋1(𝑥𝑖)𝑦1𝑖𝜋2(𝑥𝑖)𝑦2𝑖𝜋3(𝑥𝑖)𝑦3𝑖 … 𝜋𝑝(𝑥𝑖)𝑦𝑝𝑖]𝑛

𝑖=1  (4) 

The ln-likelihood function is obtained as follows 
[11]: 

𝑙(𝛽) = ∑ 𝑦1𝑖 𝑙𝑛  [𝜋1(𝑥𝑖)]  + 𝑦2𝑖 𝑙𝑛  [𝜋2(𝑥𝑖)]  +𝑛
𝑖=1

𝑦3𝑖 𝑙𝑛 [𝜋3(𝑥𝑖)]  + ⋯ + 𝑦𝑝𝑖 𝑙𝑛 [𝜋𝑝(𝑥𝑖)](5) 

So that the 𝛽 can be estimated by maximizing the 
ln-likelihood function in equation (4). This can be 
done by the differentiation of the function to 𝛽 then 
equal to zero or it can be done by Newton Raphson 
iteration. 

The built model is then interpreted using the odds 
ratio value. The odds ratio and the model parameters 
have a relationship symbolized as (𝛹) with a value 
(𝛹 < 1), meaning that the two variables have a 
negative relationship.  It means that if the value of 
one variable increases, the other decreases. The two 
variables have a positive relationship if the value 
(𝛹 > 1). Meanwhile, if 𝛹 = 1, it means that there is 
no relationship between two variables. Then this 
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relationship can be calculated using the following 
equation [12]:  

𝛹 = 𝑒�̂�     (6) 

observationsy variables in the model can be tested 
simultaneously using the G test statistic. This test has 
a null hypothesis. That is, there is no effect of the 
explanatory variable on the model (𝐻0: 𝛽1 = ⋯ =
𝛽𝑘 = 0). If 𝑚 is the index for the explanatory 
variables and 𝑚 = 1,2, … , 𝑘, then the alternative 
hypothesis is that at least one explanatory variable 
affects the model (𝐻1: 𝛽𝑚 ≠ 0) for 𝑚 = 1, … , 𝑘. 
𝑛1, 𝑛2, 𝑛3, … , 𝑛𝑘 is the number of categorical 
observation. Systematically, this statistic of the G test 
can be calculated through the equation [13]:  

𝐺 = −2 𝑙𝑛  [
(

𝑛1
𝑛

)
𝑛1

(
𝑛2
𝑛

)
𝑛2

(
𝑛3
𝑛

)
𝑛3

…(
𝑛𝑛
𝑛

)
𝑛𝑘

∏ 𝜋1(𝑥)𝑦1𝑖𝜋2(𝑥)𝑦2𝑖𝜋3(𝑥)𝑦3𝑖…𝜋𝑝(𝑥)
𝑦𝑝𝑖𝑛

𝑖=1

]

 (7) 

Additionally, the influence of explanatory 
variables in the model is partially tested using the 
Wald test. This test has a null hypothesis. That is, 
there is no effect of the explanatory variable on the 
model (𝐻0: 𝛽𝑚 = 0). While the alternative 
hypothesis is that at least one explanatory variable 
affects the model (𝐻1: 𝛽𝑚 ≠ 0) for 𝑚 = 1, … , 𝑘. The 
standard error coefficient is symbolized by 𝑆�̂�(�̂�𝑚

2 ), 
where �̂�𝑚 is the estimated coefficient; systematically, 
this Wald test can be calculated using the equation 
[14]: 

𝑊2 =
�̂�𝑚

2

𝑆�̂�(�̂�𝑚
2 )

    (8) 

 
 

2.3 Overdispersion in multinomial logistic 

regression 
Overdispersion is a condition where the number of 
observations in the response variable is generally 
zero. The overdispersion can be detected by the 
following equation [15]: 

(𝜙 =
𝑑𝑒𝑣𝑖𝑎𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒

𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚
) > 1   (9) 

We estimate parameters in the multinomial 
logistics regression (�̂�) based on Pearson fit statistics 
or (�̂�𝑝) can be determined as follows: 

�̂�𝑝 =
∑ ∑

(𝑦𝑖𝑗−�̂�𝑖𝑗)
2

�̂�𝑖𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝑁−𝑛
   (10) 

Where 𝑝 is the total cells and for 𝑦𝑖 =
(𝑦𝑖1, … , 𝑦𝑖𝑝)T where 𝑖 = 1, . . , 𝑛 and the value of 𝑁𝑛 
is the total cells minus the degrees of freedom of the 
model by handling overdispersion due to n 

constraints [16]. 
 
 

2.4 Data Sources 
One measure of the model's goodness-of-fit to the 
data is determined by the value of Akaike's 
information criterion. The goodness of this model is 
seen based on the value of Akaike's information 
criterion; if the value of Akaike's information 
criterion is smaller than the others, then the model is 
the best. The value of Akaike's information criterion 
can be calculated using the following equation [17], 
[18]: 

𝐴𝐼𝐶 = 2𝑘 − 2 𝑙𝑛 𝑙𝑛 (𝐿)   
 (11) 

Where: 

𝑘: the parameter of the model 

𝐿: the maximum value of the likelihood function used 
to estimate the model. 

 
 
3 Result and Discussion 
This study has focused on the multinomial regression 
method and its use in the overdispersion problem. We 
then used it to find the best model for the stress level 
problem experienced by students while studying 
online. The respondent variable was divided into four 
stress levels. Data were labeled as one if not 
experiencing stress (standard). Label two if the 
subject was experiencing mild stress, label three if 
the student was experiencing moderate stress, and 
label four for a student experiencing severe stress. 
The distribution of the stress level data is presented 
in Table 3 below. 

Table 3. Class distribution of stress level data 
Category Class 

Size  
Distribution 

Size 
No stress (Normal) 115 40% 
Experiencing Mild 

Stress 
151 52% 

Experiencing 
Moderate Stress 

20 7% 

Experiencing Severe 
Stress 

2 1% 

 
The stress level data was analyzed by multinomial 

regression with the seventeen factors presented in 
Table 1. The Stress Level Data model divides the data 
into training and test data. The training data used for 
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modeling is selected for a ratio of 80% of the data or 
231 observations. Meanwhile, the testing data is used 
for the model evaluation. The ratio of 20% of the data 
or 57 observations is chosen. 

Modeling using multinomial regression was 
carried out on these training data using a stepwise 
method to determine the explanatory variables that 
directly affect the stress level. The chosen model was 
based on the smallest AIC value of the model used. 
The results of the modeling using the stepwise 
method are shown in Table 4 below. 

Table 4. The candidate model is the result of 
modeling with the stepwise method 

Model Explanatory Variables AIC 
1 X1 + X2 + X3 + X9 + X10 + X11 

+ X12 + X13 + X14 + X15 + X16 + 

X17 

343.58 

2 X1 + X3 + X9 + X10 + X11 + X12 

+ X13 + X14 + X15 + X16 + X17 

338.27 

3 
X1 + X3 + X9 + X10 + X11 + X12 

+ X13 + X14 + X16 + X17 

335.67 

4 
X1 + X3 + X9 + X10 + X11 + X12 

+ X14 + X16 + X17 

334.27 

5 
X1 + X3 + X10+ X11 + X12 + X14 

+ X16 + X17 

332.62 

 
The best model obtained based on Table 4 is the 

model that contains the explanatory variables 𝑋1, 𝑋3, 
𝑋10, 𝑋11, 𝑋12, 𝑋14, 𝑋16, and 𝑋17. This model has the 
smallest AIC value of 332.62 based on Table 4. The 
results of the modeling with multinomial stepwise 
logistic regression are presented in Table 5. 

Table 5. Class distribution of stress level data 

Model Paramet
er 

Estimati
on 

Std. 
Error 

P-
Valu

e 

Multinom
ial 

Stepwise 
Logistic 

Regressio
n 

Intercep
t 1|2 0.2135 1.043

7 
0.204

5 
Intercep

t 2|3 3.8305 1.083
2 

3.536
2 

Intercep
t 3|4 6.1101 1.275

3 
4.791

1 

𝑋1 -0.0759 0.068
6 

-
1.106 

𝑋3 -0.8517 0.372
5 

-
1.286 

𝑋10 0.3412 0.179 1.898 

7 

𝑋11 0.2497 0.235
0 1.063 

𝑋12 0.8748 0.409
4 2.136 

𝑋14 0.6871 0.302
2 2.273 

𝑋16 0.9344 0.313
0 2.985 

𝑋17 1.1658 0.395
5 2.948 

 
The chi-squared value using the G test was 

obtained at 175.455203, and the result was 
significant at the 5% level. The model fits the data 
where at least one explanatory variable affects the 
response variable. Furthermore, the Wald test is 
performed and this test is based on the p-value. This 
test aims to determine the effect of each explanatory 
variable on the response variable. Based on the best 
model, the variables 𝑋1, 𝑋3, 𝑋10, 𝑋11, 𝑋14, 𝑋16, and 
𝑋17 significantly affect the response variable 𝑌 in 
terms of building the best model. 

The multinomial stepwise logistic regression 
model was then evaluated using classification 
training and test data. The multinomial stepwise 
logistic regression model was built using the training 
data and then tested; it was found to have a precision 
of 77.19% for the classification results. So this model 
is feasible to use. 

Further testing of the best multinomial logistic 
regression model shows that the chi-square value 
with the deviation-free degree has more than one 
value. It indicates that there is an overdispersion. 
Therefore, the overdispersion treatment will be 
carried out next. The result of multinomial logistic 
regression modeling with overdispersion handling 
can be seen in Table 6 below. 

Table 6. Modeling result of multinomial logistic 
regression modeling with overdispersion handling 

Model Parame
ter 

Estimat
ion 

Std. 
Error 

P-
Value 

Experien
cing Mild 

Stress 

Interce
pt 

2.6383
0 

1.4918
0 

0.0774
30 

𝑋1 -
0.1537

2     

0.0799
3 

0.0548
79 

𝑋3 -
2.3036

0  

0.6511
6   

0.0004
32 

𝑋10 0.1445
2     

0.2450
3    

0.5555
18 

𝑋11 0.1936
4     

0.3230
5    

0.5491
10 

𝑋12 1.0622
5     

0.5091
1    

0.0373
16 

𝑋14 0.9076 0.3865 0.0191
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0     3    64 
𝑋16 1.7466

8     
0.3990

5    
1.4e-

05 
𝑋17 3.0744

8     
1.0961

5    
0.0051

82 

Experien
cing 

Moderate 
Stress 

Interce
pt 

-
2.4039

6    

2.3492
3 

0.3065
4 

𝑋1 0.0942
5     

0.1226
2    

0.4423
9 

𝑋3 -
2.1437

7     

0.8969
7   

0.0171
2 

𝑋10 0.5757
7     

0.3668
5    

0.1170
1 

𝑋11 0.9082
4     

0.4878
8    

0.0631
0 

𝑋12 -
0.0268

5     

0.7684
3   

0.9721
3 

𝑋14 1.1221
6     

0.6992
6    

0.1090
2 

𝑋16 0.9264
8     

0.6924
6    

0.1813
6 

𝑋17 3.9901
3     

1.2131
7    

0.0010
6 

Experien
cing 

Severe 
Stress 

Interce
pt 

-859.42   176267
.83   

0.996 

𝑋1 -20.21     1847.5
7   

0.991 

𝑋3 140.77    80984.
80    

0.999 

𝑋10 90.67    10197.
84    

0.993 

𝑋11 110.07    15764.
56    

0.994 

𝑋12 68.60    15446.
45    

0.996 

𝑋14 109.44    13638.
97    

0.994 

𝑋16 31.57    11683.
97    

0.998 

𝑋17 -7.91    17824.
23    

1.000 

 
Based on the results of estimating the parameters 

of the multinomial logistic regression model, with the 
handling of overdispersion as above, the multinomial 
logistic regression model based on the logit function 
can be written as follows: 

 

gmildstress(x) = 2.63830 - 0.15372 X1 - 2.30360 X3 + 

0.14452 X10 + 0.19364 X11 + 1.06225 X12 + 0.90760 

X14 + 1.74668 X16 + 3.07448 X17 

 

gmoderatestress(x) = -2.40396 + 0.09425 X1 - 2.14377 X3 

+ 0.57577 X10 + 0.90824 X11 - 0.02685 X12 + 1.12216 

X14 + 0.92648 X16 + 3.99013 X17 

 

gseverestress(x) = -859.42 - 20.21 X1 + 140.77 X3 + 90.67 
X10 + 110.07 X11 + 68.60 X12 + 109.44 X14 + 31.57 X16 

- 7.91 X17 
 
Based on the results of the modeling in Table 6, 

which shows the students who experience mild stress 
and the explanatory variables that are significant. The 
odds ratio value can be interpreted as follows. If the 
stress level experienced by students is mild, then the 
average chance of students using zoom is 0.15372 
times less than that of students that are not stressed. 
Suppose that the stress level experienced by students 
is low. In that case, the probability of a small device 
type is 2.30360 times less than for students who do 
not experience stress. Suppose the stress level 
experienced by the student is mild. In that case, the 
probability of experiencing eye fatigue is 1.06225 
times higher. Then the probability of experiencing a 
tingling sensation is 0.90760 times greater. The 
chance of experiencing headaches is 1.74668 times 
more significant, and the probability of experiencing 
finger pain is 3,07448 times greater than students 
who do not experience stress. 

Meanwhile, suppose that the stress level 
experienced by the students is moderate. In that case, 
the chances of a small device type are 2,14377 less 
than students who do not experience stress. Suppose 
that the stress level experienced by students is 
moderate. In that case, the chance of experiencing 
finger pain is 3.99013 higher than students who do 
not experience stress. 

For the evaluation model, the multinomial logistic 
regression model with overdispersion handling is the 
best based on the AIC compared without 
accommodating the overdispersion case. It can be 
seen in Table 7 below. 

Table 7. The evaluation of the modeling result of 
multinomial logistic regression 

Model AIC 
Multinomial logistic regression 332.62 

Multinomial logistic regression with 
handling of overdispersion 

167.38 

 

 

4 Conclusion 
On the basis of the analysis that has been carried out, 
we believe that data modeled using overdispersion 
treatment gives a better performance. However, both 
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models have explanatory variables that significantly 
affect the same response variable: average usage, 
device type, audio type, usage limit, eye condition, 
tingling, head condition, and finger condition. In the 
future, research can include a random effect to add 
the model to evaluate unobserved variables. 
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