
ross-border e-commerce refers specifically to cross-border 
electronic commerce platform enterprises, which includes 

both third-party cross-border e-commerce platforms and 
self-built cross-border e-commerce platforms. In the 
cross-border electronic commerce transaction, cross-border 
e-commerce is the network hub of transaction activities, which 
is not only the medium of commodity display and browsing, but 
also the place where commodities are traded, and plays the role 
of bridging the supply and consumption of commodities [1]. 
Cross-border e-commerce will be very cumbersome and 
complicated when trading commodities, which also leads to 
many different operation modes of cross-border e-commerce. 
How to operate cross-border e-commerce reasonably and 
effectively to better serve people in the future is a problem that 
the relevant departments of cross-border e-commerce need to 
focus on [2]. 

In recent years, data mining clustering algorithm has become 

 

the most important means to achieve the goal of customer 
segmentation. Among them, K-means algorithm is the most 
widely used one. Many scholars have improved it and applied it 
[3-4], or made in-depth performance comparison analysis 
between K-means algorithm and other clustering analysis 
methods [5]. Literature [6] puts forward a new method of initial 
clustering center, which can get a better initial clustering center 
without setting a threshold, but it needs to scan the data set to be 
measured several times and calculate the distance of the 
corresponding data, which leads to greater computational 

complexity than other algorithms. Literature [7] proposed an 
algorithm for optimizing the initial center of K-means 
algorithm. When calculating the density of objects, this 
algorithm adopted the density-sensitive similarity measure and 
generated the initial cluster center of samples. Literature [8] 
proposed a new effective clustering function. In order to reduce 
the influence of outliers on the clustering results of the 
algorithm, the weighted K-means method is used to improve 
the traditional algorithm and get the clustering center. 
Compared with the traditional K-means, its clustering results 
are more effective. Literature [9] proposed an improved 
K-means algorithm based on genetic algorithm, and adopted a 
customer behavior segmentation model based on k-means 
algorithm to segment customers. Literature [10] uses fuzzy 
C-means clustering algorithm as the method of customer 
clustering. It provides a q uantitative basis for the feature 
analysis of customer groups, and obtains satisfactory customer 
clustering results. On the basis of comprehensive analysis of 
grid clustering algorithm and K-means clustering algorithm, 
literature [11] proposed an algorithm based on minimum 
clustering unit. In order to optimize the improper selection of 
initial points in K-means clustering algorithm, the classification 
results are greatly affected. 

As a key component of customer relationship management, 
customer segmentation has gradually become an important 
premise for enterprises to apply customer relationship 
management. Through customer segmentation, enterprises can 
not only better identify different needs of different customers 
for enterprises, but also provide different services to different 
customers, thus improving customer satisfaction and loyalty. 
You can also find potential valuable customers in the customer 
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group and enhance the competitiveness of enterprises. The 
main work of this paper is to improve the K-means clustering 
algorithm and integrate a single clustering algorithm with the 
idea of ensemble learning, and then apply the clustering 
ensemble algorithm to customer segmentation of cross-border 
e-commerce.   

Generally speaking, customer segmentation can be carried 
out according to the following three customer attributes [12]: 

(1)External attribute 
For example, the geographical distribution of customers, the 

products owned by customers, and the organizational 
ownership of customers-enterprise users, individual users, 
government users, etc. This kind of stratification is usually the 
simplest and most intuitive, but at the same time it is  also a 
relatively extensive classification. We still don't know which 
customers contribute more to the enterprise and those 
customers contribute less to the enterprise at every customer 
level. 

(2)Intrinsic attribute 
Intrinsic attributes are attributes determined by the internal 

factors of customers, such as gender, age, beliefs, hobbies, 
income, family members, credit, personality and value 
orientation, etc. 

(3)Characteristics of consumption behavior 
According to the consumer behavior, we can master the real 

consumer habits and tendencies of customers, and usually get 
ideal results in practice. However, classification according to 
consumption behavior also has its limitations. It can only be 
applied to existing customers. For potential customers, because 
consumption behavior has not yet started, of course, 
classification is impossible. 

Customer segmentation can generally be divided into five 
steps (as shown in Figure 1): 

  
Figure 1 Customer segmentation steps 

 
(1)Subdivision of general characteristics of customers 
In order to classify customers according to these 

characteristics, the main factors that should be considered are: 

regional characteristics, such as urban or rural areas, urban 
scale and urban economic development level; Education 
background, such as age, sex, education level, nature of work 
unit, position or level; Psychological factors, such as 
personality characteristics, moral development level, etc. 

(2)Customer value segmentation 
Customers' contribution to enterprises is different according 

to their own consumption level. Therefore, after customers are 
subdivided according to their general characteristics, they 
should be divided into several grades according to their 
contribution to the enterprise, such as high-quality customers, 
potential customers, general customers, small customers and 
blacklist customers, etc. 

(3)Customer common demand segmentation 
On the basis of the first two steps of subdivision, select the 

high-quality customers and potential high-quality customers in 
the enterprise as the target. Analyze the demand characteristics 
of all kinds of customers, and formulate enterprise strategies 
under the guidance of customer demand, and finally provide 
personalized products and services for each customer group. 

(4)Select a clustering method suitable for enterprise data 
characteristics 

Clustering algorithm is an unsupervised learning algorithm. 
When using clustering technology to subdivide customers, we 
should choose the appropriate algorithm according to the needs 
of enterprises, the characteristics of customers and the collected 
data, so as to mine and discover the true distribution of data. 

(5)Evaluate the customer segmentation model 
The purpose of customer segmentation model is to divide 

customers into different clusters according to their various 
characteristics. According to the needs of enterprises, 
customers in the same cluster should have similar contribution 
and consumption tendency, while customers in different 
clusters should try to be different in these aspects. These 
characteristics can be measured according to the mean and 
variance of customer attributes. 

Clustering is a main technology in data mining. The process 
of grouping a set of objects into multiple classes composed of 
similar objects is called clustering [13-14]. After grouping, the 
objects in the same class are similar, but the objects in different 
classes are different. At the same time, cluster analysis is often 
used as the first step of data mining, which preprocesses the 
data, and then uses other algorithms to further analyze the 
obtained classes. Clustering algorithm can be divided into 
partition method, hierarchical method, density-based method, 
grid-based method and model-based method. 

K-means algorithm is one of the clustering algorithms based 
on partition. It uses an iterative climbing method to discover 
clusters and cluster centers from unlabeled data sets. Its 

purpose is to divide N  samples into M  clusters, so that the 
sum of squares of errors between the data samples in each 
cluster and the mean value of this cluster is the smallest. 

2. General Method and Process of  
Customer Segmentation 

3. Research Method  
3.1 Clustering Analysis Algorithm 
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The work flow of K-means clustering algorithm is: firstly, 

randomly select k  samples as initial clustering centers, then 
calculate the distance between each sample and the clustering 
center, classify the samples into the class where the nearest 
clustering center is located, and recalculate the adjusted 
clustering center of the new class, repeating this process until 
the clustering centers of the adjacent two times have not 
changed, at this time, the adjustment of samples ends and the 
algorithm has converged. 

Let iCp ∈ , iC  represent a cluster, p  represents the 

sample point in iC , ic represents the center point (mean value) 

of iC , and the difference between p  and ic  can be measured 

by ( )icpd , , where ( )icpd ,  represents the Euclidean 

distance between two points icp, . 

The quality of iC  can be measured by the objective function, 
which represents the sum of error squares of all other sample 

points in the center point ic  and iC . Generally, there are the 
following functions: 

( ) ( )∑∑
∈=

=
icp

i

k

i
cpdIE 2

1
,

                (1) 

In which ( )IE  represents the sum of error squares of all 
sample objects in the data set, p  represents the sample point, 

and ic  represents the center point of cluster iC .  
Execution flow of K-means algorithm: 
Algorithm: K-means clustering algorithm 

Input: data set D , size n , number of generated clusters k . 

Output: divided k  clusters. 
Steps: 
(1)Given a data set D  with a sample point capacity of n ; 

Given the size of k , randomly select k  sample points as 
kjc j ,,2,1, =

 in the initial cluster. 
(2)Cluster the data set D for the first time, calculate the 

distance 
( ) kjnicxd ji ,,2,1,,,2,1,,  ==

 from other 
sample points that are not the initial center to the center points 
of each cluster, find out the minimum distance, divide the 
sample points into the corresponding clusters, and find out the 

designated k  clusters. 
(3)According to the obtained clusters, recalculate the mean 

value of data samples in each cluster, and take it as the new 

cluster center 
kjc j ,,2,1, =

. 
(4)Repeat steps (2) and (3) until the clustering center points 

of the previous two times do not change or the objective 
function converges. 

(5)Output the obtained k  clusters. 

Before K-means clustering, not only the value of cluster 

number k  should be given in advance, but also the initial 
cluster center should be given. Therefore, the initial value has a 
great influence on the clustering results. If the initial value is 
not selected properly, the clustering results will have great 
errors. Therefore, the K-means algorithm has a strong 
dependence on the initial clustering center. If the selected initial 
value is outlier data, the clustering criterion function will be 
difficult to converge quickly and the clustering result will be 
unstable, which is also a difficult problem in the K-means 
algorithm. 

In order to achieve better clustering results, we have made 
corresponding algorithm improvements in view of the 
shortcomings of k-means algorithm [15-16]. 

First of all, for the determination of the optimal k  value, 
we use the method of permutation and combination to exhaust 
all cases, and the specific process is as follows: 

Executing k-means algorithm once for all values 
( )nk ≤≤1  of k  to obtain each corresponding clustering 
result data; 

Calculating the S  value of the distance function after 
clustering with different k  values; Choose the one with the 
smallest S  value from all distance functions, and its 
corresponding k  value is the optimal k  value we are looking 
for. 

Aiming at the defect that the initial center point of 
k-means algorithm is blindly selected, we use a new distance 
function to select the initial clustering center point according to 
the distribution characteristics of sample data, so as to improve 
the clustering speed and effect [17]. 

Set a data set Q , in which there are n  data samples, the 
final number of clusters is k , and the data variable is p . The 
distance function between any two data points is defined as: 

( ) ( ) ( ) ( )22
22

2
21 ,,,, pp yxyxyxyxd +++= 

   
(2) 

In which: the minimum distance between data variable x  

and data set Q  is defined as: 
( ) ( )( )QyyxdQxd ∈= ,,min,min              (3) 

The maximum distance between data x  and data set Q  is 
defined as: 

( ) ( )( )QyyxdQxd ∈= ,,max,max          (4) 
The restriction conditions for data y  to be included in 

data set Q  are defined as follows: 
( )( ) ( )( )

k

jidyxd
l nyxnyx

,min,max
,1,1 ≤≤≤≤

−
=

         (5) 
The specific steps of improving the k-means algorithm are 

as follows: 

3.2 Improvement of K-means Algorithm 
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(1)Enter the data set and initialize the parameters. 
(2)Run the iterative process. 

1)Run the iterative process and get k  clustering results. If 
1HS=  goes to 3), otherwise proceed to the next step. 

2)Check whether the clustering result converges, if so, 

calculate ( )kSil  and mark 1HS= , and go to 4); Otherwise 
turn back to the previous step. 

3)Check whether the cluster center meets the convergence 

condition, if it converges, get k  clusters and calculate maxSil , 

if it is  ( ) ( )1−< kSilkSil , then 1H=H+ ; 0H=  when 
( ) maxSilkSil > . 

4)Check whether it is 2/1kH > ; Whether k  is 2; And 
check whether the number of cycles meets the termination 
condition, if so, go to 5), otherwise, go back to 1). 

5)Test the number of optimal clusters corresponding to 

maxSil . If it is 2, calculate the Hartigan  index and compare 
it. 

6)Output cluster number and cluster center. 

(3)The output cluster number k  and cluster center initialize 
k-means algorithm. 

(4)Run k-means algorithm to get the final clustering result. 
According to the above steps, draw the flow chart of the 

improved k-means algorithm, as shown in Figure 2 below: 
 

 
Figure 2 Flow chart of improved k-means algorithm 

 

3.3.1Data acquisition 
Today, with the vigorous development of e-commerce, 

various e-commerce websites have accumulated a large amount 
of data information, such as customer information, sales 
information, commodity information, etc. These data play a 

vital role in the formulation of sales strategies or promotion 
strategies of enterprises [18-19]. How to obtain effective data 
of customer segmentation is also the key to our success. 

The data used in this paper comes from a co smetics 
e-commerce website. Because there are a lot of complex data in 
the data source, we need to extract the used data from the 
database, including customer information table, commodity 
information table, customer order table, etc. 

3.3.2Data preprocessing 
The original data usually has defects such as nonstandard, 

repetitive and incomplete, etc. The original data can be repaired 
by data cleaning, such as missing value processing, exclusion 
of isolated points, deletion of noise data, etc., so as to make the 
data consistent as much as possible. 

In the enterprise database, when customers register their 
accounts, some options are optional, and some options may be 
sensitive information, which will cause customers to be 
reluctant to fill in information, leaving a lot of missing values in 
the database. Therefore, before data analysis, we must first deal 
with the missing values. Commonly used methods to deal with 
missing values include: manual processing, estimated filling 
and so on. 

Noise refers to repeated, wrong and incomplete data in data. 
Error data can be detected by statistical principles [20]. 
Basically, the two positive and negative standard deviations of 
data exceeding the mean value can be regarded as noise data. 
Incomplete data is data with incomplete information. For 
example, the commonly used language information left by 
some customers is not complete enough, which will also 
become potential noise data. As for the duplicate data, simply 
put, it i s the data of repeated information. A customer's 
consumption behavior is recorded as the same twice, which will 
definitely have a wrong influence on the related analysis. 

For each customer record with many dimensions, its attribute 
types are not consistent, some are numeric, some are Boolean, 
and some are text [21]. In order to facilitate the later correct 
calculation, it is necessary to transform the source records to 
meet the data mining standards. Here, the attribute values are 
normalized and mapped to the [0,1] interval, and the calculation 
formula is as follows: 

( )
( ) ( )ii

ii
i AA

AAA
minmax

min
−

−
=∗

                    (6) 

In the formula, iA represents the i th attribute value of data

A , ( ) ( )ii AA max,min  represents the minimum and 
maximum values of the i th attribute in all elements 

respectively, and 
∗
iA is the normalized value. 

Because of the need to count the final subdivision results, the 
REFERENCE attribute of customers is replaced by ordinal 
numbers and recorded from 1, and each number represents a 
customer. 

3.3.3Establishment of customer behavior segmentation 
model 

Another important step before applying subdivision 

3.3 Application of Improved k-means 
Algorithm in Cross-border E-commerce 
Customer Segmentation  
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algorithm is to establish subdivision model, that is, which 
subdivision method can get better subdivision results. After 
determining the attribute index of subdivision, divide customer 
groups by subdivision method, and finally extract the group 
characteristics of each customer group. 

In this application, after pre-processing the customer data, a 
segmentation model is established according to the relevant 
attributes of the customers, and then the data is integrated and 
subdivided by using the selective clustering integration 
algorithm, and different customer groups are divided according 
to the segmentation results, and then corresponding marketing 
suggestions are provided by extracting the group characteristics. 
The specific process of the whole application case is shown in 
Figure 3: 

 

 
Figure 3 Overall flow chart of subdivision scheme 

 
According to the characteristics of numerous customer data 

attributes and different data types, customers are divided into 
six groups according to the customer's Referranc R attribute. At 
this time, each group only contains the customer ID. 

In order to test the feasibility of the optimization algorithm 
proposed in this paper, this section uses four different data sets 
on UCI data set for testing. They are customers dataset, Iris 
dataset, seeds dataset and Wine dataset. These data sets have 
been specifically classified in UCI data set, so we can 
accurately and intuitively calculate the accuracy and 
experimental effect of each clustering algorithm on these data 
sets. 

Compare the initial clustering center selection time, 
clustering accuracy, overall running time and other aspects, and 
comprehensively compare the advantages and disadvantages of 
each algorithm. The experimental environment is Windows 7, 
64-bit operating system and eclipse integrated environment. 

Because the traditional K-means clustering algorithm selects 
the initial center point in a random way, there is no comparison 
here, only the time spent by the OLD-means algorithm and the 
text improved k-means algorithm in selecting the initial center 

point. 
The results obtained by these two algorithms are all fixed 

when obtaining the initial center point, but according to the 
operating conditions of the machine and platform, each 
algorithm will have slight differences in time every time it runs, 
so it runs on the experimental platform for 10 times to obtain 
the average calculation time. As shown in Figure 5: 

 
Figure 5 Time comparison of two algorithms in selecting 

initial center point 
 

As can be seen from Figure 5, for the given four kinds of data 
sets, the time consumed by the improved k-means algorithm in 
selecting the initial center point is reduced to varying degrees 
compared with the OLD-means algorithm. Except for the 
customers data set, the reduction rate of the other three data sets 
is obvious. 

However, Iris data set and Wine data set have more equal 
density parameter values in the local range, and their value 
jumps greatly in the overall range. Therefore, the improvement 
measures in this paper are fully utilized in clustering, which 
effectively shortens the time for finding the initial center point. 

In each dataset, the traditional K-means clustering algorithm 
is run 10 times, and the highest accuracy, the lowest accuracy 
and the average accuracy are obtained respectively. However, 
the results obtained by the OLD-means algorithm and the 
improved k-means algorithm in this paper are fixed when 
selecting the initial clustering center, so we only need to run 
once to get better clustering accuracy. Fig. 6 shows the 
accuracy of each algorithm on different data sets: 

 

4. Analysis and Discussion  
4.1 Performance Analysis of Improved 

 k-means Algorithm 
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Figure 6 Compare the accuracy of three algorithms 

 
From Figure 6, we can see that the traditional K-means 

algorithm has a great difference between the highest accuracy 
and the lowest accuracy, so it has great instability. From Iris, 
seeds and Wine data sets, we can see that the clustering 
accuracy of the improved k-means algorithm has a cer tain 
improvement compared with the OLD-means algorithm, and 
the improved K-means data set has a lower improvement. 

Below, from the perspective of the overall operation of 
clustering algorithms, we compare the time consumed by the 
three algorithms on different data sets, run them on the 
experimental platform for 10 times, and take their respective 
average values. Fig. 7 shows the overall time consumption of 
the three algorithms. 

 

 
Figure 7 Overall time-consuming of the three algorithms 

 
It can be seen from Figure 7 that the traditional K-means 

algorithm generates the initial cluster center randomly, so it 
consumes less time than the other two algorithms, but it brings 
instability and low accuracy. The latter two algorithms are 
stable and have good clustering results, although it takes a lot of 
time to calculate the density parameter values of sample points. 
At the same time, it can be seen that the overall running time of 
the improved k-means algorithm is shorter than that of the 
OLD-means algorithm. 

To sum up, by testing the time consumption of initial center 

point selection, the accuracy of the algorithm and the overall 
running time consumption of the algorithm, it is shown that the 
improved k-means algorithm proposed in this paper has better 
optimization effect. 

According to the customer segmentation results obtained by 
the improved k-means algorithm and the original data, we can 
get the consumption characteristics of customers in the 
following customer categories, as shown in Table 1. 

 
Table 1 Customer consumption characteristics of 

different customer categories 
Customer 

category 
Customer consumption 

characteristics 
 Category 1  The average consumption times 

were 7.24 and the average consumption 
amount was 982.37 

  The average consumption times are 
7.631 and the average consumption 
amount is 956.01 

 Category 3  The average consumption times are 
7.71 and the average consumption 
amount is 979.25 

 Category 4  The average consumption times 
were 7.82 and the average consumption 
amount was 977.52 

 
Combined with superscript 1, we can get the following 

conclusions: 
The number of customers in category 4 is the largest, which 

is characterized by less consumption times and less average 
consumption amount. Combined with relevant information of 
customers, it can be seen that most customers in this category 
have low educational background, low income and uneven 
distribution of age and location. 

Category 3 customers have the least number, and the average 
consumption times of these customers are the least, but the 
average consumption amount is very high. It is observed that 
these customers have high academic qualifications and high 
income. 

Compared with Category 4, Category 2 customers have 
fewer customers, but more customers than other types. This 
kind of customers have more average consumption times and 
average consumption amount. Most of them are around 30 
years old, with average education and average income, and 
most of them come from second-and third-tier cities. 

The average consumption times of Category 1 customers are 
a little less than that of Category 2 customers, but the 
consumption amount is very high. Most of them have the 
characteristics of high education, high income, first-tier cities, 
etc., and their age is generally 35 to 45 years old. They often 
come to this website for consumption, and the consumption 
amount is also very high. 

Customer category information, customer quantity ratio and 
value are shown in Table 2 and Figure 8. 

4.2 Cluster analysis of cross-border 
e-commerce customer segmentation  
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Table 2 Customer category information table 

Custo
mer 
category 

Locati
on  

Academic 
degree 

Age  Inco
me  

 
Category 
1 

First-ti
er city 

 
Well-educate
d 

35-45 High 
income 

   
Second 
and third 
tier cities 

 common 30  
Commo
n  

 
Category 
3 

 
first-tier 
city 

Well-educ
ated 

25-35 High 
income 

 
Category 
4 

Uneve
nly 
distribute
d 

 Low 
education 

Uneve
nly 
distribute
d 

 Low 
income 

 

 
Figure 8 Customer ratio and value ratio 

 
According to the comparison of customer quantity ratio and 

value ratio in the above table, it can be concluded that: 
Category 4 has the largest number of customers, but the 

created value is not high, so we call it lead customers, and we 
don't need to invest too much resources in these customers; 

Category 3 customers, although the number is the smallest, 
have created higher value, and they belong to potential 
customers. Enterprises should try their best to retain and 
develop these customers closer to L customers; 

Category 2 customers account for an average number and 
create less value. Enterprises should use part of resources to 
keep such customers close to Category 3 customers. 

Category 1 customers are not the largest in number, but they 
have created nearly 50% of profits. Therefore, this class of 
customers is called Platinum customers. They have created 
huge profits for enterprises, and enterprises should focus on 
maintaining these customers with limited resources. 

In recent years, with the rapid development of information 
technology and cross-border electronic commerce, a h uge 
amount of commercial information has been accumulated in the 
database of cross-border e-commerce enterprises. If we can 
extract useful information from the massive and complicated 
information, make use of it and implement high-precision 
marketing schemes, we can help enterprises maintain and 
develop their own resource advantages in the fierce global 
competition. In this paper, the advantages and disadvantages of 
clustering analysis algorithm are analyzed, and a cl ustering 
algorithm based on quadratic density optimization is proposed 
on the premise of deep understanding of clustering analysis. 
Based on the improved K-means clustering algorithm, the base 
clustering algorithm is selected by extracting the sample subset, 
calculating the standard mutual information value, and the 
clustering integration algorithm is implemented by using voting 
rules. This model can obtain more robust and accurate 
clustering results by further combining multiple clustering 
fusion results. In some test data sets and the actual project 
implementation process, the model has achieved satisfactory 
clustering results. 

In this paper, the customer segmentation results are 
divided into customer segmentation based on customer value 
and customer segmentation based on customer behavior, and 
the corresponding marketing strategies are given. However, 
there is no proposal to combine the two aspects to analyze the 
evaluation results. Therefore, in the next step, we can study the 
two aspects together to see if it can provide some help to the 
enterprise marketing strategy. 
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