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Abstract: - Non-rigid parts, in free-state, may have a considerable different shape than their nominal model due 

to dimensional and geometric variations of manufacturing process, gravity loads and residual stress induced 

distortion. Therefore, sorting profile deviation from a part's deformation by comparing the part's nominal shape 

to its scanned free-state shape is a challenging task. This task is a key step in the Iterative Displacement 

Inspection (IDI) algorithm used for the inspection of non-rigid parts without the use of costly specialized 

fixtures. This paper proposes the use of the statistical maximum normed residual test to improve the 

aforementioned identification task. Thirty two simulated manufactured parts are studied to show that the 

proposed method reduces the type I and II identification error of the IDI method. 
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1 Introduction 
One of the important tasks that have to be taken into 

consideration in the industry is the inspection of 

manufactured parts. At the end of the manufacturing 

process we must verify if the produced part respects 

the functional requirements under a given tolerance. 

The problem of the dimensional and geometric 

variations (GD&T) on mechanical components has 

been studied by many researchers in the case of 

rigid parts. Despite those research there still no 

viable solutions in the case of non-rigid parts. Non-

rigid parts, in free- state, may have a different form 

than their CAD model due to inherent variation of 

manufacturing process, gravity loads, residual stress 

induced distortion, and/or assembly force.  

Specifically, the inspection of such parts poses 

difficulties and has significant costs industries 

because they need specialized fixtures.  Therefore 

Automatic inspection becomes essential. 

 

This paper proposes a method enabling the 

distinction between the geometrical defects due to 

error in the manufacturing process and the 

deformations due to the flexibility of the parts in the 

case of thin shells during the inspection process. 

The distinction allows for the detection of profile 

variations without the need of conformation jig.  

Fig.1 illustrates an example of a conformation jig 

used in the inspection of an automotive body part. 

Extending the work of Abenhaim and Tahan [1] on 

the inspection of non-rigid part, this paper focuses 

on the identification module of the iterative 

displacement inspection (IDI) method proposed by 

the latter with the following assumptions:  

• The part to inspect is a quasi-constant thin shell. 

• In a free-state, the manufactured parts elastic 

deformation is greater than the tolerances required 

profile. 

• The defects are not distributed all over the part. In 

other words, they are localized. 

• Inspection is limited to the defects in the surface 

profile as defined by ASME Y14.5-2009. 

 

 

 
 

Fig.1 Inspection of non-rigid part using a jig - 

Source: Volvo, PREVOST Car 
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Firstly a short background research is presented. 

Afterward, the general methodology is exposed in 

order to focus on the implementation of statistical 

maximum normed residual test in the IDI algorithm. 

Finally, the implementation and evaluation of the 

proposed approach is tested on many case studies 

representing typical parts in the transport industry. 

 

 

2 Background 
A part is considered 'non-rigid' if the typical value 

of the deformation resulting by applying a force of  

15-20 lbf/linear foot is more than 10% of its 

assigned profile tolerance. The value of force is 

dictated by what is commonly used in a manual 

assembly line. With this definition, many types of 

parts in aeronautics and automotive industry can be 

grouped. For example, the wallboard (Skin), pieces 

of thin-walled structure (spar, ribs, etc...) and 

components for the interior finish of such planes 

shown in Fig.2. The quality control of such parts 

requires a special approach. As mentioned 

previously, jigs and fixtures are needed to constrain 

dedicated and follow the component during the 

inspection. Therefore the aim of our research is to 

identify the magnitude and location of defects 

induced by the inherent variation manufacturing 

processes, from a cloud of points collected in a 

condition without specialized fixtures (Fig.3). 

 

 

Fig.2 Examples of non-rigid parts in the aerospace 

industry 

 

Abenhaim and Tahan [1] developed IDI algorithm.  

The IDI allows for the surface profile inspection of 

a non-rigid part without the need of a specialized 

jig. The method works through a comparison of two 

sets of points, one from the mesh of the CAD model 

and one from the scanned manufactured part, 

despite the significant difference in their respective 

geometries. The method outlined operates by 

iteratively deforming smoothly the CAD mesh until 

it matches the scanned part without profile deviation 

or measurement noise. This matching process is 

made possible with the introduction of the 

identification method, which enables the effects of 

profile deviations to be distinguished from the 

deformations due to the positioning of the part and 

its flexibility. This work focuses on improving the 

IDI identification techniques to distinguish between 

the defaults and the deformations. 

 

            (a)                                         (b) 

 

 

 

 
         (d)                                 (c) 
 

 

 
 

Fig.3 The concept of the inspection of non-rigid 

parts: (a) CAD, (b) Free State (with deformations 

and defects) (c) CAD deformed (d) Profile 

deviations 

 
The state of the art in machine vision inspection 

research and technology has been presented recently 

by Malamas et al. [21]. They classified the 

contemporary applications in the industry according 

to their measured parameters (i.e. dimensions, 

surface, assembly and operation) and to their 

degrees of freedom. After the removal of 

manufacturing forces, flexible part could be 

subjected to significant distortion. This free-state 

variation is principally due to weight and flexibility 

of the part and the release of internal stresses 

resulting from fabrication. The inspection of 

freeform surfaces belonging to non-rigid parts has 

been presented by Ascione and Polini [4]. In their 

work, they proposed a fixture assembly 

methodology that enables both to simulate the 

mating part interface and to locate the part in 

coordinate measuring machines working volume. 

Then, they used a method for the evaluation of the 

actual surface with respect to its nominal model 

based on their Euclidean distance. Finally, a method 

based on a finite element analysis was proposed to 

evaluate the effects of the measuring force, induced 

by the touch probe on the inspected surface, on the 

measurement results. For the alignment of 

deformable parts that do not require any fixtures, 

Weckenmann et al. [25] as well as Jaramillo et al. 

[13] proposed an approach based on a finite element 

method to obtain a physical deformation of the 

original CAD model, and radial basis functions to 

approximate this deformation faster and in real-

time, opening the door to on-line inspection of 

deformable parts. Li and Gu [26] provided a 

comprehensive literature review of methodologies, 

techniques and various processes of inspections of 
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parts with free-form surfaces. They discussed the 

profile verification techniques for free-form surface 

inspection with and without datums. The inspection 

of free-from surfaces includes two major processes: 

(1) the localization of measurement data to design 

coordinate system based on the datum reference 

information or a number of extracted surface 

features; and (2) the further localization based on 

the surface characteristics so that the deviation of 

the measured surface from the design model is 

minimized. Caulier [7] proposed a general free-form 

stripe image interpretation approach on the basis of 

a four step procedure: (i) comparison of different 

feature-based image content description techniques, 

(ii) determination of optimal feature sub-groups, 

(iii) fusion of the most appropriate ones, and (iv) 

selection of the optimal features. She applies this 

technique to a broader range of surface geometries 

and types, i.e. to free-form rough and free-form 

specular shapes. Caulier  and  Bourennane [6] 

proposed a general free-form surface inspection 

approach relying on the projection of a structured 

light pattern and the interpretation of the generated 

stripe structures by means of Fourier-based features. 

Lin et al. [20] explored automated visual inspection 

of surface defects in a light-emitting diode (LED) 

chip by applying wavelet-based principal 

component analysis (WPCA) and Hotelling statistic 

(WHS) approaches to integrate the multiple wavelet 

characteristics. The principal component analysis of 

WPCA and the Hotelling control limit of WHS 

individually judge the existence of defects. Cristea 

[8] presents aspects of the design for an intelligent 

modular inspection system. This system consists of 

grouping the parts based on the relation between 

dimensional inspection process characteristics and 

modular design of all inspection equipments with a 

high universality and flexibility degree. 

 

 
Fig.4 Automated 3D shape inspection (Background) 

 

In our proposed method, the defects are identified as 

outliers of the Euclidian distance by an iterative 

method. Hawkins [11] define an outlier as an 

observation that deviates so much from other 

observations as to arouse suspicions that it was 

generated by a different mechanism. 

Fagarasan [9] provides a comparison between 

different methods of fault detection and some 

examples of the fault detection and identification 

procedure for industrial processes. Aggarwal and 

Yu [2] developed a method for outlier detection 

especially suited to very high dimensional data sets 

by using the evolutionary search technique. Angiulli 

and Fassetti [3] proposed a method for detecting 

distance-based outliers in data streams under the 

sliding window model. The novel notion of one-

time outlier query is introduced in order to detect 

anomalies in the current window at arbitrary points-

in-time. Breunig et al. [5] assigned to each object a 

degree of being an outlier. This degree is called the 

local outlier factor (LOF) of an object (Identifying 

density-based local outliers). It is a local in that the 

degree depends on how isolated the object is with 

respect to the surrounding neighborhood. Hsiao et 

al. [12] developed an efficient algorithm which 

converts outlier problem to pattern and relative 

deviation degree (RDD) problem. They present a 

new mechanism to distinguish outliers from the 

remainder in univariate dataset. Knorr et al. [14] 

proposed finding strongest and weak outliers and 

their corresponding structural intensional 

knowledge. In 2001, they proposed a robust space 

transformation called the Donoho-Stahel estimator 

to support operations such as nearest neighbor 

search, distance-based clustering and outlier 

detection [15]. Koufakou and Georgiopoulos [16] 

presented a fast distributed outlier detection 

algorithm for mixed attribute datasets that deals 

with sparse high-dimensional data. The algorithm 

called outlier detection for mixed attribute datasets 

(ODMAD) identifies outliers based on the 

categorical attributes first, and then focuses on 

subsets of data in the continuous space by utilizing 

information about these subsets from the categorical 

attribute space. Jan et al. [17] presented an outlier 

detection framework that is closely related to 

statistical non parametric density estimation 

methods with a variable kernel to yield a robust 

local density estimation. Outliers are then detected 

by comparing the local density of each point to the 

local density of its neighbors. Li and Kitagawa [18] 

took an Example-Based approach based on the 

notion of the distance based (DB) Outliers and 

examine behaviors of projections of the outlier 

examples in high dimensional datasets. To address 

the problem with the curse of dimensionality, they 

employed a Subspace-Based method to bring down 

the dimensionality of detected spaces. Thus, they 

Automated 3D Shape 
Inspection 

Abenhaim and 
Tahan [2010] 

Malamas et al. [2003] 

Ascione & Polini 
[2010] 

Jaramillo et al. 
[2009] 

Germani et al. [2010]  
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proposed a method whose central ideas are making 

the best of users’ examples to omit boring 

predefined parameters. They did so by detecting an 

optimal subspace where these examples perform 

more abnormal behaviors than in others, and picking 

out outliers having similar characteristics to 

examples. Limas et al. [19] proposed a method of 

outlier detection and data cleaning for both normal 

and non-normal multivariate data sets. This method 

named the PAELLA algorithm is based on an 

iterated local fit without a priori metric assumptions. 

They proposed a new approach supported by finite 

mixture clustering which provides good results with 

large data sets. Because the relationship between the 

samples and the extreme values in a data set is so 

dependent upon the distributional properties of the 

data set in question. Mingxi and Jermaine [22] 

considered the problem of estimating the extreme 

values in a data set by looking at a small number of 

samples from it by devising a Bayesian framework 

that uses previously observed queries to make a 

statistically rigorous guess as to the type of query 

that is currently under consideration. Sarker and 

Kitagawa [24] used the definition of the distance –

based outlier detection proposed by Knorr [14] and 

proposed a distributed algorithm for detecting 

outliers for shared nothing distributed systems. The 

algorithm finds top n outliers in its rank based on 

the distance of a point to its k
th
 nearest neighbor. 

Rehtn et al. [23] presented a method to estimate the 

noise distance in noise clustering based on the 

preservation of the hyper volume of the feature 

space. The main purpose of noise clustering is to 

reduce the influence of outliers on the regular 

clusters. Zhang Ji et al. [27] proposed a technique 

named Stream projected outlier detector (SPOT), 

equipped with incrementally updatable data 

synapses, to deal with the problem of projected 

outlier detection in high-dimensional data streams.  

 

 

3 Methodology 
As mentioned previously, in our proposed method, 

the defects are identified as outliers of the Euclidian 

distance by an iterative method. To illustrate this 

idea, Fig.5 presents an example of the outliers 

identified as defects by the IDI algorithm after 150 

iterations. This identification has been performed by 

using a threshold defined by the user. In order to 

eliminate the user interaction, this research proposes 

the use of the statistical maximum normed residual 

test [10]. 

 

By the definition, the maximum normed residual 

test (also known as the Grubbs test) consists of: 

 Detecting outliers in univariate data. 

 Assuming data comes from normal distribution. 

 Detecting one outlier at a time, removing the 

outlier, and repeating. 

   : There is no outlier in data,   : There is at 

least one outlier 

 

 
 

 
 

Fig.5 Outlier detection -    : Projection of the 

distance         on the normal     

 

The test is based on the difference of the mean of 

the sample and the most extreme data considering 

the standard deviation s as shown in equation 1. 
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With   
           
  : Critical value of the t-

distribution with (   ) degrees of freedom and a 

significance level of        used to compute the 

confidence level. In our case, we use an alpha (    of 

0.05 that indicates a 95 percent confidence level. 

In this work, the maximum normed residual test is 

implemented in the identification module of IDI 

(Fig.6) as described in the section 4.6 of Abenhaim 

et al. [1] paper. 

Threshold 
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Fig.6 Grubbs implemented in IDI, Kmax is the 

maximum iteration 

 

4 Results 
In order to evaluate the performance of the new 

implementation, three case studies shape 

representing typical non-rigid parts for transport 

industry are studied (Fig.7). All the parts are in 

aluminum gauge 14 (0.7213 mm) with a Young 

modulus of 7×10
10

 N/m
2
 and a density of 2700 

kg/m
3
. Table 1 represents the parameters for the 

algorithm used in the case studies. In order to make 

the comparison between the original IDI 

identification method and the proposed herein, type 

I error (α) and the type II error (β) are used 

thereafter.  Type I error (α) is the error of rejecting a 

"correct" null hypothesis (  ), and type II error (β) 

is the error of not rejecting a "false" null hypothesis 

(  ). In other words, α is rejecting a default when it 

should not have been rejected and β is failing to 

reject a default when it should have been rejected (β 

is a false detection). Assuming that the density is 

uniform throughout the part, the performance of the 

proposed method and of the IDI’s identification 

method can be compared using a point-base metric 

instead of surface-base metric. In the ideal case the 

2 types of errors must be equal to zero.  

Analyzing Figures 8, 9,10 and 11 and Table 2, one 

can notice that the implementation of the maximum 

normed residual test has remarkably reduced the 

number of points with type I errors (α) and with 

type II errors (β) in the case of quasi constant 

surface (case a) compared to their original IDI 

identification method. 

In the case of omega shape (case b) and freeform 

surface (case c), this implementation has slightly 

reduced the number of points with type I errors (α) 

and has remarkably reduced (only in case b) the 

number of points with type II errors (β) compared to 

their original IDI identification method. 

 

 
(a) 

 
(b) 

 
(c) 

Fig.7 Descriptions of the case studies (a) quasi-

constant surface (b) Omega shape Ω (c) freeform 

surface – [1] 

 

Table 1 Parameters for the algorithm used in the 

case studies - [1] 
 Simulation configuration  

Case 

Study 

F1  F2 Kmax 

a 2N force on point A 3N force on point A 

and B 

150 

b 10 N force on point 

C 

5N force on point C 

and D 

500 

c 2N force on point E 10 mm displacement 

of curve F-E 

300 

Grubbs Test  
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(a) 

(b) 

(c) 

(d) 

(e) 

                       
 

(f) 

 

Fig.8 Case a-F1 (a) V1 (b) V2 (c) V3 (d) V4 (e) V5 (f) detailed view of (e) / The red circles () represent the 

defaults detected and the blue squares () represent the imposed defaults 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

                
                   

(f) 

 

Fig.9 Case a-F2 (a) V1 (b) V2 (c) V3 (d) V4 (e) V5 (f) detailed view of (e) / The red circles () represent the 

defaults detected and the blue squares () represent the imposed defaults 
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 (a)  (b) 

 

                                       (c)                                                                                               (d) 
 

 

                                           (e)                                                                                       (f) 

 
 

Fig.10 Case b-F1 Default detection: (a) V1- IDI (b) V1- Grubbs (c) V2 - IDI (d) V2 - Grubbs V2 (e) V3 - IDI 

(f) V3 – Grubbs / The red circles () represent the defaults detected and the blue squares () represent the 

imposed defaults 
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(a) 

 
(b) 

           
(c) 

 

Fig.11 Case c-F1 (a) IDI - V5 (b) Grubbs - V5 

(c) Detailed view of (a) and (b) / The red circles 

() represent the defaults detected and the blue 

squares () represent the imposed defaults 

 

Table 2 Type I and II errors 

Case 

Studies 

    
IDI GRUBBS 

   Imposed 

profile 

deviations 

Type 

I 

error 

(α) 

Type II 

error (β) 

Type 

I 

error 

(α) 

Type II 

error 

(β) 

       

a-F1 

V0* 0 0 0 0 0 

V1 27 10 20 2 0 

V2 56 36 13 24 0 

V3 67 49 7 33 0 

V4 96 76 10 46 0 

V5 138 111 6 56 0 

a-F2 

V0* 0 0 0 0 0 

V1 27 10 20 10 6 

V2 56 40 15 31 6 

      V3 67 48 5 38 1 

V4 96 71 10 59 0 

V5 138 111 6 72 0 

b-F1 

V0* 0 0 0 0 0 

V1 76 15 44 31 0 

V2 73 24 44 30 0 

V3 112 51 76 48 0 

b-F2 

V0* 0 0 0 0 0 

V1 76 28 25 21 0 

V2 73 31 22 44 0 

V3 112 62 61 60 0 

c-F1 

V0* 0 0 0 0 0 

V1 52 48 0 43 1 

V2 62 55 0 50 1 

V3 103 90 0 80 3 

V4 110 103 0 92 1 

V5 211 195 0 171 1 

c-F2 

V0* 0 0 0 0 0 

V1 52 48 2 40 7 

V2 62 54 1 49 1 

V3 103 82 1 73 6 

V4 110 94 1 87 2 

V5 211 184 0 171 2 

*V0 tests are performed to ensure that the method does 

not induce a bias. In other words, no defects should be 

detected if there aren’t any imposed defects in the 

simulation part. 

 

 

Another improvement compared to the original IDI 

identification module is that the identification 

threshold is not estimated by a trial and error 

process. Herein, the maximum normed residual test 

uses a constant parameter          that 

corresponds to                  . 

IDI Grub

bs 

WSEAS TRANSACTIONS on APPLIED and THEORETICAL MECHANICS Ali Aidibe, Antoine S. Tahan, Gad N. Abenhaim

E-ISSN: 2224-3429 26 Issue 1, Volume 7, January 2012



5 Conclusion 
In this paper, the problematic of the inspection of 

the non-rigid parts without specialized fixtures is 

presented. The review of the literature covering the 

major aspects of the problem shows that the 

inspection of non-rigid parts is still a real problem 

for transport industry. Dealing with this 

problematic, this paper presents implementing the 

maximum normed residual test in the IDI 

identification module followed by three case 

studies.  Compared with the original IDI 

identification module, the results show that the 

proposed method reduces the type I and type II 

errors. In addition, in contrast with the IDI’s 

identification method, the proposed method does 

not need a user-specified threshold based on a trial 

and error process. Future research is underway to 

validate the methodology.  
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