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Abstract: - Using the cyclotomic classes and generalized cyclotomic classes for sequence design is a well 
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cyclotomic classes of order two. These sequences with period 2𝑝𝑛 have high linear complexity. We show that 
the 2-adic complexity of these sequences is good enough to resist the attack of the rational approximation 
algorithm.  The 2-adic complexity is the measure of the predictability of a sequence which is important for 
cryptographic applications. Our method of studying 2-adic complexity is based on using the generalized “Gauss 
periods”.  
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1  Introduction 
Pseudo-random sequences are widely used in secure 
and reliable communications. They have a lot of 
characteristics like period, auto-correlation, and 
complexity of sequences. Any binary periodic 
pseudo-random sequences can be generated by 
linear feedback shift registers (LFSRs) or feedback 
with carry shift registers (FCSRs). The rational 
approximation algorithm (resp. Berlekamp-Massey 
algorithm) showed that any binary periodic 
sequence having 2-adic complexity 𝑚 (resp. linear 
complexity 𝑙) can be completely determined by its 
2𝑚 (resp. 2𝑙) consecutive bits, where the 2-adic 
complexity (resp. linear complexity) is defined as 
the length of the shortest FCSRs (resp. LFSRs) that 
can generate the sequence.  

Using the cyclotomic classes and generalized 
cyclotomic classes is a well known method of 
designing sequences with high linear complexity, 
[1], [2], [3], [4], [5].  The 2-adic complexity is 
another important measure of the predictability of a 
sequence.  Thus, it is useful to study the 2-adic 
complexity of binary sequences with large linear 
complexity. 

2-adic complexity of sequences with ideal two-
level auto-correlation was completely determined by 
computing the determinant of a circulant matrix and 
the greatest common divisor of two numbers, which 
are associated with the corresponding sequences, 
[6]. This method was further used to study the 2-
adic complexity of interleaved sequences, [7]. 
Furthermore, applying the property of ideal two-
level auto-correlation, a simple method was 

WSEAS TRANSACTIONS on MATHEMATICS 
DOI: 10.37394/23206.2025.24.29 Valdimir Edemskiy, Xiangyong Zeng, Zhimin Sun, Yuan Chen

E-ISSN: 2224-2880 300 Volume 24, 2025



proposed to show that ideal two-level auto-
correlation periodic sequences have the optimal 2-
adic complexity, [8]. This approach was extended to 
study the 2-adic complexity of the two-prime 
generator [9] and binary sequences with period 4𝑁 
and optimal auto-correlation magnitude, [10]. 
Among the ideal two-level auto-correlation periodic 
sequences mentioned above, Legendre sequences 
were constructed based on the classical cyclotomy 
of order two, and their 2-adic complexities are 
optimal, [6], [8], [9]. For other binary cyclotomic 
sequences of order two having large linear 
complexity, by the method in [6], the 2-adic 
complexity of Ding-Helleseth binary sequences with 
period 𝑝2 was proved to attain the maximal value 
[10] and a lower bound on 2-adic complexity of 
Ding-Helleseth binary sequences with period 𝑝𝑛 
was given, which is larger than 𝑝

𝑛+1

2
, [11]. Other 

issue for studying of 2-adic complexity was propose 
in [12], where using generalized “Gauss periods” for 
derivate of 2-adic complexity of Ding-Helleseth-
Martinsen binary sequences with a period 2𝑝.  
Further, according to [13], the symmetric 2-adic 
complexity is better than the 2-adic complexity in 
measuring the security of a binary periodic 
sequence. 

In this paper, we study the symmetric 2-adic 
complexity of sequences are based on generalized 
cyclotomic classes of order two. These generalized 
binary cyclotomic sequences with period 2𝑝𝑛 were 
proposed in [3] and according to [3] they have high 
linear complexity.  For any of these sequences, to 
determine its 2-adic complexity, it suffices to find 
the greatest common divisor 𝑆(2) and 22𝑝𝑛 − 1, 
where 𝑆(𝑥) is the generating polynomial of the 
sequence. To do this, we will use generalized 
“Gauss periods” proposed in [12]. Consequently, it 
is proved that the 2-adic complexity of these 
sequences is optimal. Our results show that the 
symmetric 2-adic complexity of these sequences is 
large enough to resist the attack of the rational 
approximation algorithm. 

The remainder of this paper is organized as 
follows. In Section 2, we introduce some basic 
concepts and the main result. In Section 3, the 
properties of generalized polynomials of sequences 
and subsidiary Lemmas are given. Section 4 gives 
the proof of the main result and completely 
determines the symmetric 2-adic complexity of 
sequences. 

 
 
 
 

2  Preliminaries 
Throughout this paper, we will denote by ℤ𝑁 the 
residue class ring modulo 𝑁 for a positive integer 𝑁, 
and by ℤ𝑁∗  the multiplicative group of ℤ𝑁. 
 
2.1 Generalized Cyclotomic Sequences 
Let 𝑝 be an odd prime and 𝑛 be a positive integer. 
Assume that 𝑔 is an odd primitive root modulo 𝑝𝑛. 
Then 𝑔 is also a primitive root modulo 2𝑝𝑛, [14]. 
Below we recall the notation of Ding-Helleseth 
generalized cyclotomic classes of order two [15] 
and the definition of generalized cyclotomic 
sequences proposed in [3]. 
 
For 𝑗 = 1,2,⋯ , 𝑛 and 𝑖 = 0,1, we put: 

𝐷𝑖
(𝑝𝑗)

={𝑔𝑖+2𝑡(mod  𝑝𝑗) | 0≤𝑡<𝑝𝑗−1(𝑝−1)/2};

      𝐷
𝑖
(2𝑝𝑗)

={𝑔𝑖+2𝑡(mod  2𝑝𝑗) | 0≤𝑡<𝑝𝑗−1(𝑝−1)/2}.
    (1) 

 
Here and hereafter 𝑎 mod q denotes the least 

nonnegative integer that is congruent to 𝑎 modulo q. 
The cosets 𝐷𝑖

(𝑝𝑗), 𝑖 = 0,1 are called Ding-Helleseth 
generalized cyclotomic classes of order 2 with 
respect to 𝑝𝑗. By the definition, we have that 
|𝐷𝑖

(𝑝𝑗)
| = |𝐷𝑖

(2𝑝𝑗)
| = 𝑝𝑗−1(𝑝 − 1)/2 for 𝑖 = 0,1. It 

is obvious that {𝐷0
(2𝑝𝑗)

, 𝐷1
(2𝑝𝑗)

} forms a partition of 
ℤ
2𝑝𝑗
∗  and 

ℤ2𝑝𝑛 =⋃

𝑛

𝑗=1

𝑝𝑛−𝑗(𝐷0
(2𝑝𝑗)

∪ 𝐷1
(2𝑝𝑗)

∪ 2𝐷0
(𝑝𝑗)

∪ 2𝐷1
(𝑝𝑗)

) ∪ {0, 𝑝𝑛}. 
 

As in [3], let 𝐻𝑖
(𝑝𝑗)

= 𝑝𝑛−𝑗𝐷𝑖
(𝑝𝑗) and 𝐻𝑖

(2𝑝𝑗)
=

𝑝𝑛−𝑗𝐷𝑖
(2𝑝𝑗) for 𝑖 = 0,1. Throughout this paper, the 

subscripts in 𝐷𝑖
(𝑝𝑗), 𝐷𝑖

(2𝑝𝑗), 𝐻𝑖
(𝑝𝑗) and 𝐻𝑖

(2𝑝𝑗) are 
computed modulo 2. Set 

𝐶1 =⋃

𝑛

𝑗=1

(𝐻𝑖𝑗
(2𝑝𝑗)

∪ 2𝐻�̃�𝑗
(𝑝𝑗)

) ∪ {0}  

and 𝐶0 = ℤ2𝑝𝑛\𝐶1, where (𝑖1, 𝑖2, … , 𝑖𝑛) ∈ ℤ2
𝑛 is a 

defining vector and 

𝑖�̃� = {
𝑖𝑗 ,                         if 𝑝 ≡ ±1(mod 8),

𝑖𝑗 + 1(mod2), if 𝑝 ≡ ±3(mod 8).  
     (2) 

Then generalized cyclotomic sequences 𝑢∞ =
(𝑢0, 𝑢1, 𝑢2, … ) with period 2𝑝𝑛 can be defined as 

𝑢𝑖 = {
0, if 𝑖(mod 2𝑝𝑛) ∈ 𝐶0,   

1,   if  𝑖(mod 2𝑝𝑛) ∈ 𝐶1.  
        (3) 

    

Example. Let 𝑛 = 2, (𝑖1, 𝑖2) = (0,1). Suppose 𝑝 =
5. Then  𝐷0

(𝑝)
= {1,4}, 𝐷1

(𝑝)
= {2,3}, 𝐷0

(2𝑝)
= {1,9}, 
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𝐷1
(2𝑝)

= {3,7},   𝐷0
(𝑝2)

=

{1,4,6,9, 11, 14,16,19,21,24},  
 𝐷1
(𝑝2)

= {2,3,7,8,12,13, 17,18, 22, 23}, 

 𝐷0
(2𝑝2)

= {1,9,11,19,21,29,31,39,41,49},  

 𝐷1
(2𝑝2)

= {3,7,13,17,23,27,33,37,43,47}, and 

(𝑖̃0, 𝑖1̃) = (1,0). Thus, 𝐶0 = 𝐷1
(2𝑝2)

∪ 𝐷0
(𝑝)
∪

2𝐷0
(𝑝2)

∪ 𝑝𝐷1
(𝑝). 

 
2.2  Adic Complexity 
The linear complexity and auto-correlation of these 
sequences were studied in [3]. In this paper, we will 
consider the 2-adic complexity of these sequences. 

The 2-adic complexity was first studied in [16], 
[17]. Below we recall the definition of the 2-adic 
complexity of a sequence in [16]. 

Let 𝑠∞ = (𝑠0, 𝑠1, … , 𝑠𝑁)
∞ be a binary sequence 

with period 𝑁, where 𝑁 is a positive integer. Its 
generating polynomial is 𝑆(𝑥) = ∑𝑁−1𝑖=0 𝑠𝑖𝑥

𝑖 ∈
ℤ[𝑥]. Then the 2-adic complexity of 𝑠∞ can be 
defined as 

Φ(𝑠∞) = ⌊log2 (
2𝑁−1

gcd(𝑆(2),2𝑁−1)
+ 1)⌋,  (4) 

where ⌊𝑥⌋ is the greatest integer that is no more than 
𝑥, and gcd(𝑎, 𝑏) denotes the greatest common 
divisor of two integers 𝑎 and 𝑏. Particularly, 
Φ(𝑠∞) = 𝑁 if and only if gcd(𝑆(2), 2𝑁 − 1) = 1. 
In this case, the 2-adic complexity of the binary 
periodic sequence reaches the maximal value. 
 

 

3  Main Result 
Using the generalized “Gauss periods” to compute 
gcd(𝑆(2), 2𝑁 − 1), we get the main result of this 
paper as below. 
 
Theorem 3.1 Let 𝑢∞ be the generalized cyclotomic 
sequence defined by (3). Then Φ(𝑢∞) = 2𝑝𝑛. 
 
3.1  The Properties of 𝐒(𝟐) 
In this section, we give some subsidiary lemmas on 
the basis of the properties of generalized cyclotomic 
classes and present the definition and the property of 
“Gauss periods”, which will be used to compute the 
2-adic complexity of 𝑢∞ defined in (3). By (4), we 
need to study the greatest common divisor of 𝑆(2) 
and 22𝑝

𝑛
− 1. In this section we study 

𝑆(2)(mod
2𝑝

𝑚+1
±1

2𝑝
𝑚
±1
), since 

2𝑝
𝑛
± 1 =

2𝑝
𝑛
± 1

2𝑝
𝑛−1

± 1
⋅
2𝑝

𝑛−1
± 1

2𝑝
𝑛−2

± 1
⋅ ⋯ ⋅ (2𝑝 ± 1). 

We also show how these residues are connected 
with Gauss periods. First, we investigate the 
properties of generalized cyclotomic classes. 

 
3.2 The Properties of Generalized 

Cyclotomic Classes 
The properties of generalized cyclotomic classes are 
well-known. Here we only list some necessary 
properties for further use in the following lemma. 
 

Lemma 3.1 With the notations as above, let 𝑙 and 𝑘 
be two integers with 1 ≤ 𝑙 < 𝑘 ≤ 𝑛. For 𝑖 = 0,1, 
we have: 
(i) 𝐷𝑖

(𝑝𝑘)
(mod𝑝𝑙) = 𝐷𝑖

(𝑝𝑙) and 𝐷𝑖
(2𝑝𝑘)

(mod2𝑝𝑙) =

𝐷𝑖
(2𝑝𝑙); 

(ii) if 𝑏 ∈ 2𝐷𝑖
(𝑝𝑙), then (𝑏 + 2𝑡𝑝𝑙)(mod2𝑝𝑘) ∈

2𝐷𝑖
(𝑝𝑘); and if 𝑏 ∈ 𝐷𝑖

(2𝑝𝑙), then (𝑏 +

2𝑡𝑝𝑙)(mod2𝑝𝑘) ∈ 𝐷𝑖
(2𝑝𝑘) for any 𝑡 ∈ ℤ𝑁; 

(iii) 2𝐷𝑖
(𝑝𝑘)

= {𝑏, 𝑏 + 2𝑝𝑙 , … , 𝑏 + 2(𝑝𝑘−𝑙 −

1)𝑝𝑙   |  𝑏 ∈ 2𝐷𝑖
(𝑝𝑙)
} and 𝐷𝑖

(2𝑝𝑘)
= {𝑏, 𝑏 +

2𝑝𝑙 , … , 𝑏 + 2(𝑝𝑘−𝑙 − 1)𝑝𝑙   |  𝑏 ∈ 𝐷𝑖
(2𝑝𝑙)

}. 
 

Proof: (i) The statements can be obtained by (1). 
(ii) Note that 𝑔 is an odd primitive root modulo both 
𝑝𝑛 and 2𝑝𝑛, from the definitions of 𝐷𝑖

(𝑝𝑙) and 

𝐷𝑖
(2𝑝𝑙), we have 2𝐷𝑖

(𝑝𝑙)
⊂ 2𝐷𝑖

(𝑝𝑘) and 𝐷𝑖
(2𝑝𝑙)

⊂

𝐷𝑖
(2𝑝𝑘) for 𝑖 = 0,1. Since 𝑏 + 2𝑡𝑝𝑙 ≡ 𝑏(mod2𝑝𝑙), 

the second conclusion follows from (1). 
(iii) Let 𝐻 ≜ {𝑏, 𝑏 + 2𝑝𝑙 , … , 𝑏 + 2(𝑝𝑘−𝑙 −

1)𝑝𝑙  | 𝑏 ∈ 2𝐷𝑖
𝑝𝑙
}. For any element 𝑥 ∈ 𝐻, we have 

𝑥 ∈ 2𝐷𝑖
(𝑝𝑘) by (1) and (2). Hence 𝐻 ⊆ 2𝐷𝑖

(𝑝𝑘). On 

the other hand, the order of |𝐻| = |2𝐷𝑖
(𝑝𝑙)

| ⋅ 𝑝𝑘−𝑙 =

𝑝𝑙−1(𝑝−1)

2
⋅ 𝑝𝑘−𝑙 =

𝑝𝑘−1(𝑝−1)

2
. Then |𝐻| = |2𝐷𝑖

(𝑝𝑘)
| 

by (1). Therefore, we have  𝐻 = 2𝐷𝑖
(𝑝𝑘). 

Similarly, we get 
 𝐷𝑖
(2𝑝𝑘)

= {𝑏, 𝑏 + 2𝑝𝑙 , … , 𝑏 + 2(𝑝𝑘−𝑙 − 1)𝑝𝑙   |  𝑏 ∈

𝐷𝑖
(2𝑝𝑙)

}. 
 
3.3  Subsidiary Lemmas 

Now, we derive 𝑆(2)(mod  
2𝑝

𝑚+1±1

2𝑝
𝑚
±1
) in this 

subsection. 
 

Lemma 3.2 Let 𝑚 = 0,1,… , 𝑛 − 1 and 𝑘 =
1,2,… , 𝑛. For 𝑖 = 0,1, we have 
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∑

𝑓∈𝑝𝑛−𝑘𝐷
𝑖
(2𝑝𝑘)

2𝑓(mod 
22𝑝

𝑚+1
− 1

22𝑝
𝑚
− 1

)

=

{
 
 

 
 2

𝑝𝑛−𝑘𝑝𝑘−1(𝑝 − 1)/2,            if   𝑘 < 𝑛 −𝑚,

𝑝𝑛−𝑚−1 ∑

𝑓∈𝐷𝑖
(2𝑝)

2𝑓𝑝
𝑚
, if  𝑘 = 𝑛 −𝑚,

0,                                          otherwise

 

and 

∑

𝑓∈2𝑝𝑛−𝑘𝐷
𝑖
(𝑝𝑘)

2𝑓(mod
22𝑝

𝑚+1−1

22𝑝
𝑚
− 1

)

=

{
 
 

 
 
𝑝𝑘−1(𝑝 − 1)/2,                       if   𝑘 < 𝑛 −𝑚,

𝑝𝑛−𝑚−1 ∑

𝑓∈2𝐷𝑖
(𝑝)

2𝑓𝑝
𝑚
, if  𝑘 = 𝑛 −𝑚,

0,                                          otherwise

 

 

Proof: Since the second statement can be proved by 
the same method as the first one, its proof is omitted 
here. Next, we prove the first statement. 
 
According to the value of 𝑘, we consider the three 
cases. 
(i) Let 𝑘 < 𝑛 −𝑚. Then 𝑛 − 𝑘 > 𝑚 and 
2𝑓 ≡ 2𝑝

𝑛−𝑘
(mod22𝑝

𝑚+1
− 1) for 𝑓 ∈ 𝑝𝑛−𝑘𝐷𝑖

(2𝑝𝑘). 
Thus, we get 

∑

𝑓∈𝑝𝑛−𝑘𝐷
𝑖
(2𝑝𝑘)

2𝑓(mod
22𝑝

𝑚+1
− 1

22𝑝
𝑚
− 1

)

= 2𝑝
𝑛−𝑘
𝑝𝑘−1(𝑝 − 1)/2. 

(ii) Suppose 𝑘 = 𝑛 −𝑚, then 𝑛 − 𝑘 = 𝑚. By  
Lemma 3.1 (iii), for 𝑙 = 1, we get 𝑝𝑚𝐷𝑖

(2𝑝𝑘)
=

𝑝𝑚{𝑏, 𝑏 + 2𝑝,… , 𝑏 + 2(𝑝𝑘−1 − 1)𝑝  |  𝑏 ∈ 𝐷𝑖
(2𝑝)

}. 
 

Hence ∑
𝑓∈𝑝𝑚𝐷

𝑖

(2𝑝𝑘) 2
𝑓(mod

22𝑝
𝑚+1−1

22𝑝
𝑚
−1
) =

 𝑝𝑘−1∑
𝑓∈𝐷

𝑖
(2𝑝) 2𝑓𝑝

𝑚
. 

(ii) Let 𝑘 > 𝑛 −𝑚. It follows𝑚 − 𝑛 + 𝑘 > 0.  
 
According to Lemma 3.1 (iii), we have 
𝑝𝑛−𝑘𝐷𝑖

(2𝑝𝑘)
= {𝑏𝑝𝑛−𝑘 , 𝑏𝑝𝑛−𝑘 + 2𝑝𝑚, … , 𝑏𝑝𝑛−𝑘 +

2(𝑝𝑛−𝑚 − 1)𝑝𝑚  |  𝑏 ∈ 𝐷𝑖
(2𝑝𝑚−𝑛+𝑘)

}. 
 
Since 
2𝑏𝑝

𝑛−𝑘
+ 2𝑏𝑝

𝑛−𝑘+2𝑝𝑚 +⋯+ 2𝑏𝑝
𝑛−𝑘+2(𝑝𝑛−𝑚−1)𝑝𝑚

= 2𝑏𝑝
𝑛−𝑘 22𝑝

𝑛
− 1

22𝑝
𝑚
− 1

 

and  2
2𝑝𝑚+1−1

22𝑝
𝑚
−1

 divides  2
2𝑝𝑛−1

22𝑝
𝑚
−1

, it follows that 

∑

𝑓∈𝑝𝑛−𝑘𝐷
𝑖
(2𝑝𝑘)

2𝑓(mod 
22𝑝

𝑚+1−1

22𝑝
𝑚
− 1

) = 0 

in this case. 
 
The following lemmas will be heavily used to 
investigate the 2-adic complexity of 𝑢∞ in Section 
4. 
 

Lemma 3.3 Let 𝑢∞ be defined by (3) and 𝑆(𝑥) =
∑2𝑝

𝑛−1
𝑖=0 𝑢𝑖𝑥

𝑖 be its generating polynomial. Then 

(i) 𝑆(2)(mod
2𝑝

𝑚+1
−1

2𝑝
𝑚
−1
) =

𝑝𝑛−𝑚−1 (∑
𝑓∈𝐷

𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝) 2𝑓𝑝

𝑚
) +

𝑝𝑛−𝑚−1; 

(ii) 𝑆(2)(mod
2𝑝

𝑚+1
+1

2𝑝
𝑚
+1
) =

𝑝𝑛−𝑚−1 (∑
𝑓∈𝐷

𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝) 2𝑓𝑝

𝑚
) + 1. 

 

Proof: By definitions of the sequence 𝑢∞ and 𝑆(𝑥), 
we have 𝑆(2) = 1 + ∑𝑛𝑘=1 ∑

𝑖∈𝐻
𝑖𝑘

(2𝑝𝑘)
∪2𝐻�̃�𝑘

(𝑝𝑘) 2
𝑖 =

1 + ∑𝑛−𝑚−1𝑘=1 (∑
𝑖∈𝑝𝑛−𝑘𝐷

𝑖𝑘

(2𝑝𝑘) 2
𝑖 + ∑

𝑖∈2𝑝𝑛−𝑘𝐷�̃�𝑘
(𝑝𝑘) 2

𝑖) 

+∑𝑛𝑘=𝑛−𝑚+1 ∑
𝑖∈𝑝𝑛−𝑘(𝐷

𝑖𝑘

(2𝑝𝑘)
∪2𝐷�̃�𝑘

(𝑝𝑘)
)
2𝑖 +

∑
𝑖∈𝑝𝑚𝐷

𝑖𝑛−𝑚

(2𝑝𝑛−𝑚) 2𝑖 + ∑
𝑖∈2𝑝𝑚𝐷�̃�𝑛−𝑚

(𝑝𝑛−𝑚) 2𝑖. 

 
According to Lemma 3.2, we get  

𝑆(2) (mod  
22𝑝

𝑚+1
−1

22𝑝
𝑚
−1
) 𝑝𝑛−𝑚−1∑

𝑓∈2𝐷
𝑖𝑛−𝑚

(𝑝) 2𝑓𝑝
𝑚
+

1 +
𝑝−1

2
∑𝑛−𝑚−1𝑘=1 (2𝑝

𝑛−𝑘
+ 1)𝑝𝑘−1 +

𝑝𝑛−𝑚−1∑
𝑓∈𝐷

𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
.                                      (5) 

 
Let 𝐴 = 𝑝−1

2
∑𝑛−𝑚−1𝑘=1 (2𝑝

𝑛−𝑘
+ 1)𝑝𝑘−1 and consider 

it in two cases. 
(i) Since 2𝑝𝑛−𝑘 ≡ 1(mod2𝑝𝑚+1 − 1) for 𝑘 ≤ 𝑛 −
𝑚 − 1, it follows that 

𝐴 ≡ ∑

𝑛−𝑚−1

𝑘=1

𝑝𝑘−1(𝑝 − 1)(mod 2𝑝
𝑚+1

− 1). 

 
Hence 𝐴 ≡ 𝑝𝑛−𝑚−1 − 1(mod 2𝑝

𝑚+1
− 1). Thus, 

the first statement of this lemma follows from (5). 
(ii) Here we observe that 2𝑝𝑛−𝑘 ≡ −1(mod 2𝑝𝑚+1 +
1) for 𝑘 ≤ 𝑛 −𝑚 − 1, then 𝐴 ≡ 0(mod 2𝑝𝑚+1 +
1). Hence, we also obtain (ii) from (5). 
 

Lemma 3.4 With the notations as above, we have 
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(i) ∑
𝑓∈𝐷

𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷
�̃�𝑛−𝑚

(𝑝) 2𝑓𝑝
𝑚
≡

2∑
𝑓∈𝐷

𝑖𝑛−𝑚

(𝑝) 2𝑓𝑝
𝑚
(mod 2𝑝

𝑚+1
− 1); 

(ii) ∑
𝑓∈𝐷

𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝) 2𝑓𝑝

𝑚
≡

0(mod 2𝑝
𝑚+1

+ 1). 
 

Proof: It is well known that 2 ∈ 𝐷0
(𝑝) when 𝑝 ≡

±1(mod 8) and 2 ∈ 𝐷1
(𝑝) when 𝑝 ≡ ±3(mod 8).  

 
Hence, if ℎ ∈ 𝐷𝑖

(𝑝) with 𝑖 = 0,1, then 2ℎ(mod 𝑝) ∈
𝐷𝑖
(𝑝) for 𝑝 ≡ ±1(mod 8) and 2ℎ(mod 𝑝) ∈ 𝐷𝑖+1

(𝑝)  
for 𝑝 ≡ ±3(mod 8). Based on this, the statements 
(i) and (ii) will be proved as below. 
(i) If 𝑓 ∈ 𝐷𝑖𝑛−𝑚

(2𝑝) , then 𝑓(mod𝑝) ∈ 𝐷𝑖𝑛−𝑚
(𝑝)  by (1).  

 
Furthermore, we get that 𝑓(mod𝑝) ∈ 𝐷𝑖𝑛−𝑚

(𝑝)  by (2) 

if 𝑓 ∈ 2𝐷�̃�𝑛−𝑚
(𝑝) . This completes the proof of (i). 

(ii) If 𝑓 ∈ 𝐷𝑖𝑛−𝑚
(2𝑝) , then 𝑓(mod𝑝) ∈ 𝐷𝑖𝑛−𝑚

(𝑝)  and 𝑓 is 
odd. Hence 𝑓 + 𝑝 = 2𝑙. It follows 𝑓 ≡ 2𝑙(mod𝑝). 
By (2) and the above analysis, we get 𝑙(mod𝑝) ∈
𝐷�̃�𝑛−𝑚
(𝑝) . From (1), we have that (𝑓 + 𝑝)(mod𝑝) =

2𝑙(mod𝑝) ∈ 2𝐷�̃�𝑛−𝑚
(𝑝) . Note that 2𝑓𝑝

𝑚
≡

−2(𝑓+𝑝)𝑝
𝑚
(mod 2𝑝

𝑚+1
+ 1), then 

∑
𝑓∈𝐷𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝) 2𝑓𝑝

𝑚 

≡  0(mod 2𝑝
𝑚+1

+ 1). 
 
This completes the proof of Lemma 3.4. 
 
According to Lemma 3.4, to determine the 
gcd(𝑆(2), 22𝑝

𝑛
− 1),  it suffices to study the sums 

obtained. 
 
3.4  Generalized “Gauss Periods” 
To compute the 2-adic complexity of sequences 
defined by (3), we generalize the notion of “Gauss 
periods” presented in [12] to determine the greatest 
common divisor of two integers 𝑆(2) and 22𝑝𝑛 − 1. 
In this subsection, we introduce the definition and 
properties of the generalized “Gauss periods”. 
Let 𝑎 = 2𝑝𝑚. The generalized “Gauss periods” is 
defined as: 

𝜂𝑖(𝑎) = ∑

𝑗∈𝐷𝑖
(𝑝)

𝑎𝑗 , 𝑖 = 0,1. 

By Lemma 3.4, we have ∑
𝑓∈𝐷

𝑖
(𝑝) 2𝑓𝑝

𝑚
=

𝜂𝑖(2
𝑓𝑝𝑚). Thus, the values 𝑆(2)(mod 2

𝑝𝑚+1±1

2𝑝
𝑚
±1
) are 

determined by the generalized “Gauss periods”. In 

conclusion of Subsection 3.3 we recall some of their 
properties. 
 
It is clear that 𝜂𝑖(𝑎𝑏) ≡ 𝜂𝑖(𝑎)(mod𝑎𝑝 − 1) for 𝑏 ∈
𝐷0
(𝑝) and 

𝜂0(𝑎) + 𝜂1(𝑎) =
𝑎𝑝−1

𝑎−1
− 1.   (6) 

 
The following property of “Gauss periods” was 
discussed in [18].  
 
Lemma 3.5 With the notations as above, we have  

𝜂0(𝑎) ⋅ 𝜂1(𝑎) 
≡ ∓(𝑝 ∓ 1)/4(mod (𝑎𝑝 − 1)/(a − 1)), if 𝑝 ≡
±1(mod 4). 
 
 
4   Proof of the Main Result 
Proof of Theorem 3.1: According to (4), to prove 
Theorem 3.1, it suffices to prove gcd(𝑆(2), 22𝑝𝑛 −
1) = 1. We will proveit by contradiction here. 
Let 𝑑 be a prime divisor of gcd(𝑆(2), 22𝑝𝑛 − 1). 
Then 𝑑 ≠ 2 and 𝑑 divides 2𝑝𝑛 − 1 or 2𝑝𝑛 + 1.  
 
Since 2𝑘 ≡ 1(mod 3) when  𝑘 ∈ 𝐻𝑖

(2𝑝𝑗)
and 2𝑘 ≡

−1(mod 3) if 𝑘 ∈  𝐻𝑖
(𝑝𝑗)

, it follows by (3) that 
𝑆(2) ≡ 1(mod 3).  Hence 𝑑 ≠ 3. As notedbefore 

2𝑝
𝑛
± 1 =

2𝑝
𝑛
± 1

2𝑝
𝑛−1

± 1
⋅
2𝑝

𝑛−1
± 1

2𝑝
𝑛−2

± 1
⋅ ⋯ ⋅ (2𝑝 ± 1), 

hence there exists an integer 𝑚 such that 𝑑 divides 
(2𝑝

𝑚+1
± 1)/(2𝑝

𝑚
± 1) with 0 ≤ 𝑚 ≤ 𝑛 − 1. 

 
We consider the following two cases. 

(i) Let 𝑑 be a prime divisor of gcd(𝑆(2), 2
𝑝𝑚+1−1

2𝑝
𝑚
−1
) 

for some 𝑚 ∈ {0,1, … , 𝑛 − 1}. First of all, we note 
that 𝑑 ≠ 𝑝. In fact, assume that 𝑑 = 𝑝, then 𝑝 

divides 2𝑝
𝑚+1

−1

2𝑝
𝑚
−1

 and 2𝑝𝑚+1 ≡ 1(mod  𝑝). It is 
impossible, since2𝑝−1 ≡ 1(mod  𝑝) by Fermat's 
little theorem. 
Further, from Lemma 3.2, we get 𝑆(2) ≡

𝑝𝑛−𝑚−1 (∑
𝑓∈𝐷𝑖𝑛−𝑚

(2𝑝) 2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝) 2𝑓𝑝

𝑚
+

1) (mod 𝑑) and we see by Lemma 3.4 that 

𝑆(2) ≡ 𝑝𝑛−𝑚−1(2 ∑

𝑓∈𝐷𝑖𝑛−𝑚
(𝑝)

2𝑓𝑝
𝑚
+ 1)(mod 𝑑). 
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According to the definition of the generalized 
“Gauss periods” introduced in Subsection 3.3, we 
obtain 
𝑆(2) ≡ 𝑝𝑛−𝑚−1(2𝜂𝑖𝑛−𝑚(2

𝑝𝑚) + 1) ≡ 0(mod 𝑑). 
 
Since gcd(2, 𝑑) = 1  and, it follows 
that 𝜂𝑖𝑛−𝑚(2

𝑝𝑚) ≡ −1/2(mod 𝑑). By (6), we also 
have 𝜂𝑖𝑛−𝑚+1(2

𝑝𝑚) ≡ −1/2(mod 𝑑). Then from 
Lemma 3.3 we get (±𝑝 + 1)/4 ≡ 1/4(mod 𝑑). 
Hence, 𝑝 ≡ 0(mod 𝑑), which leads to a 
contradiction. 
(ii) Let 𝑑 divide gcd(𝑆(2), (2𝑝𝑚+1 + 1)/(2𝑝𝑚 + 1)) 
for certain integer 𝑚 with 0 ≤ 𝑚 ≤ 𝑛 − 1.  
 
Applying Lemma 3.2 again, we get: 

𝑆(2) ≡ 𝑝𝑛−𝑚−1( ∑

𝑓∈𝐷𝑖𝑛−𝑚
(2𝑝)

2𝑓𝑝
𝑚
+ ∑

𝑓∈2𝐷�̃�𝑛−𝑚
(𝑝)

2𝑓𝑝
𝑚
)

+ 1(mod 𝑑). 
 
By Lemma 3.4, we have that 𝑆(2) ≡ 1(mod 𝑑)in 
this case. This is impossible since 𝑑 divides 𝑆(2). 
The proof of Theorem 3.1 is completed. 
Theorem 3.1 shows that the 2-adic complexity of 
these sequences is good enough to resist the attack 
of the rational approximation algorithm. 
Remark. As to note before, for measuring the 
security of a binary periodic sequence, the 
symmetric 2-adic complexity is a finer measure than 
the 2-adic complexity, [13]. The symmetric 2-adic 
complexity is defined as 

Φ̅(𝑠∞) = min(Φ(𝑠∞),Φ(�̃�∞)), 
where �̃�∞is the reciprocal sequence of 𝑠∞. 
 
Let �̃�(𝑥) be the generating polynomial of �̃�∞. Then 
�̃�(𝑥) = ∑𝑁𝑡=1 𝑢𝑁−𝑡𝑥

𝑡−1. 
 
Hence 

2�̃�(2) =∑

𝑁

𝑡=1

𝑢𝑁−𝑡2
𝑡 = ∑

𝑁−1

𝑡=0

𝑢−𝑡2
𝑡 + 𝑢02

𝑁 − 𝑢0. 

 
So 2�̃�(2) ≡ ∑𝑁−1𝑡=0 𝑢−𝑡2

𝑡(mod 2𝑁 − 1). It is clear 
that −𝑡 ∈ 𝑝𝑛−𝑘𝐷𝑖

(𝑝𝑘) or −𝑡 ∈ 𝑝𝑛−𝑘𝐷𝑖+1
(𝑝𝑘) if 𝑡 ∈

𝑝𝑛−𝑘𝐷𝑖
(𝑝𝑘). Hence, the sequence  

(𝑢0, 𝑢−1, 𝑢−2, … , 𝑢−𝑁+1) can be defined by (3) too.  
 
Therefore, by Theorem 3.1, we have Φ̅(𝑢∞) =
Φ(𝑢∞) = 2𝑝𝑛. 

That is to say, the 2-adic complexity and the 
symmetric 2-adic complexity of sequences defined 
by (3) are optimal. 

Numerical experiments have been done for 5 ≤
𝑝 ≤ 1000, 𝑛 = 1,2  and 5 ≤ 𝑝 ≤ 100, 𝑛 = 3 in 
accordance with statements of Theorem 3.1 and 
Remark. 
 

 

5   Conclusion 
We developed the method for analyzing 2-adic 
complexity proposed in [12] for sequences with 
period 2𝑝. We prove that the 2-adic complexity and 
symmetric 2-adic complexity of considered 
sequences attains the maximal value. The approach 
of this article can also be used to study the 2-adic 
complexity of other generalized cyclotomic 
sequences. Moreover, with this method we can 
study the m-adic complexity of series of cyclotomic 
sequences. 
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