# On Some Ways to Increase the Exactness of the Calculating Values of the Required Solutions for Some Mathematical Problems 

M. N. IMANOVA ${ }^{1,2}$, V. R. IBRAHIMOV ${ }^{2,3}$<br>${ }^{1}$ Science Development Foundation of the Republic of Azerbaijan, Baku AZ1025, AZERBAIJAN<br>${ }^{2}$ Institute of Control System named after Academician A. Huseynov, Baku Az1141, AZERBAIJAN<br>${ }^{3}$ Computational Mathematics, Baku State University, Baku AZ1148, AZERBAIJAN


#### Abstract

The expansion of the application of computational methods for solving many mathematical problems from various fields of natural knowledge does not raise any doubts. One of the promising directions in contemporary sciences is considered to be in areas that are at the intersection of different sciences. Solving such problems is more difficult because different laws from different areas are used. It should be noted that at the intersection of these sciences, there are problems, which can come down to solving ordinary differential equations. Therefore, studies of differential equations have always been considered promising. Based on this, the application of some methods for solving initial problems for first-order ODEs is investigated. For this purpose, scientists studied a numerical solution to the initial problem of the ODE. Here, we have reviewed the study of linear Multistep Methods with constant coefficients. With its help, the order of accuracy of the calculated values is determined. In addition, determines how much accuracy values increase when using Richardson extrapolation methods and also when using linear combinations of various methods. To construct an innovative method is proposed here using advanced methods. It is shown that using these methods it is possible that A-stable methods can be taken as innovative.
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## 1 Introduction

We were seriously engaged in the study of Ordinary Differential Equations after familiarizing ourselves with the work: Constantin Carotheodory, "Calculus of variations and partial differential equations of the first order".

Let us note that many well-known scientists were engaged in the search for a solution to the initial problem of the ODE. They constructed some classes of methods having different properties. Thus creating the opportunity for a wide selection of numerical methods. For this purpose, scientists defined some conceptions for their comparisons. For this purpose, scientists have found some conception
by which one can define the boundaries for all the errors received in using methods with constant coefficients (see for example, [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11]). For the compassion of the known methods let us consider investigating the following problem:

$$
\begin{equation*}
z^{\prime}=\varphi(t, z(t)), \quad z\left(t_{0}\right)=z_{0}, \quad t_{0} \leq t \leq T \tag{1}
\end{equation*}
$$

which usually is called the initial-value problem for ODEs of the first order. For the construction numerical methods with the new properties, let us impose some restrictions on the solution of problem (1) and also on the function $\varphi(t, z)$. Let the solution to the problem (1) be a continuous function
defined on the segment $\left[t_{0}, T\right]$. We mean that a continuous function $\varphi(t, z)$ is defined in a certain limited domain and, inclusive, has partial derivatives up to $p$. To find a numerical solution to the problem (1), we divide the segment $\left[t_{0}, T\right]$ into $N$ parts using grid points $t_{i+1}=t_{i}+h(i=0,1,2, .$.$) . And also, here indicate$ exact values of the solution of the problem (1) by $z\left(t_{i}\right)$, but by the $z_{i}$-the corresponding approximate values of the function $z(t)$ at the point $t_{i}$.

Note that one of the popular classes of numerical methods is the class of multi-step methods, which can be depicted as follows:
$\sum_{j=0}^{m} a_{j} z_{n+j}=h \sum_{j=0}^{m} b_{j} \varphi_{n+i}, n=0,1, \ldots, N-m$,
here $\varphi_{j}=\varphi\left(t_{j}, z_{j}\right)(j=0,1, \ldots, N)$.
Such methods have been studied in the works of many authors,(see for example [3], [4], [5], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24]). But fundamentally has been investigated by Dahlquist.

From the outside, [4] has proven that if (2) is a stable method and has a degree $p$, then $p \leq 2[m / 2]+2$ Conception stability and degree, which have been used can be presented as follows: Definition 1. An integer value is called a power for method (2) if the identity is satisfied:

$$
\begin{equation*}
\sum_{i=0}^{m}\left(\alpha_{i} z(x+i h)-h \beta \varphi(x+i h)\right)=O(h)^{p+1}, h \rightarrow 0 . \tag{3}
\end{equation*}
$$

Definition 2. Note that (2) is called a stable method if the roots of the characteristic polynomial $\rho(\lambda) \equiv \alpha_{k} \lambda^{k}+\alpha_{k-1} \lambda^{k-1}+\ldots+\alpha_{1} \lambda+\alpha_{0}$ are located in the unit circle, which does not have multiple roots on the boundary. This conception is given in [3] and called the "dispersion". But, [7], have used the concept of "stability". By using results receiving in [4] one can be noted that if method (2) is stable, then $p_{\text {max }} \leq k+2$. The scientists for the calculation of the values of the solution problems (1), have suggested some ways. One of these ways is the known Richardson extrapolation, which in the application to method (2) can be constructed by using the local truncation error.

## §1. Some ways to increase of the exactness of the receiving results by using the known methods.

Based on method (2), we assume that in order to construct ways to improve the accuracy of calculated values, that method (2) has a degree $p$. It is known that the local truncation error for method (2) can be represented as follows:

$$
\begin{equation*}
c h^{p+1} z_{n}^{(p+1)}+O\left(h^{p+s+2}\right),(s \geq 0) \tag{4}
\end{equation*}
$$

And now suppose that step-size $h$ to change by the $k h$. Then formula (4) can be written as:

$$
\begin{equation*}
c k^{p+1} h^{p+1} z_{k n}^{p+1}+O\left(h^{p+s+2}\right),(s \geq 0) \tag{5}
\end{equation*}
$$

To illustration of Richardson's extrapolation, let us multiply local truncation error (4) by $\lambda$, but local truncation error (5) by $\lambda-1$. Then after summing (4) and (5) receive:

$$
\begin{equation*}
c h^{p+1}\left(\lambda+(1-\lambda) k^{p+1}\right) Z_{n}^{(p+1)}+O\left(h^{p+s+2}\right) . \tag{6}
\end{equation*}
$$

In usually the values for the $k$ has been taken as the $k=1 / 2$ or $k=2$. But here the known cases are generalized by the constant of $k$.

As is known some authors noted that by using Richardson extrapolation one can be construct more exact methods. Let's show that this is not so. To increase the accuracy of the method it is enough that $\lambda$ satisfies the following equation:

$$
\begin{equation*}
\lambda+(1-\lambda) k^{p+1}=0 \tag{7}
\end{equation*}
$$

For this case $s=1$, here is some constant participated in asymptotic relation (5).

It is obvious that the solution of this equation will be a real number. Thus, after using the value of $\lambda$, one can construct a method with constant coefficients. Therefore, as a result, the resulting method must obey the laws from the [4]. Note that the method does not change its structure. In this way receive that, one gets that the function to which the multistep method is applied is changed. Because of this, the calculated values for solving our problem by Richardson extrapolation are more accurate:

$$
\begin{align*}
& \bar{z}_{n+m}=\lambda z_{n+m}^{(h)}+(1-\lambda) z_{n+k n}^{(k h)} \\
& n=0,1,2, . ., N-m \tag{8}
\end{align*}
$$

For the $\lambda=1 / 2$ required values can be presented as:

$$
\bar{z}_{n+m}=\left(z_{n+m}^{(h)}+z_{n+2 m}^{(h / 2)}\right) / 2
$$

If method (2) is stable and has the degree of $p$, then receive that $p+s \leq 2[k / 2]+2$ is holds. Now let's look at finding the values of the solution to problem (1) using a linear combination of some methods. Let's use the following Euler methods to illustrate the advantages of this path

$$
\begin{equation*}
\hat{z}_{n+1}=z_{n}+h \varphi\left(t_{n}, z_{n}\right) ; z_{n+1}=z_{n}+h \varphi\left(t_{n+1}, z_{n+1}\right) \tag{9}
\end{equation*}
$$

It is not difficult to prove that the Local Truncation Error for these methods can be presented as follows:

$$
\begin{align*}
\hat{R}_{n} & =h^{2} z_{n}^{\prime \prime} / 2+O\left(h^{3}\right), R_{n}=-h^{2} z_{n}^{\prime \prime} / 2+O\left(h^{3}\right), \\
h & \rightarrow 0 . \tag{10}
\end{align*}
$$

As follows from this, the half-sum of these local truncation errors will be smaller than the errors have defiant by the asymptotic equality (10). Indeed this is so, for this let's consider the half-sum above the given methods (9), and then we get the following method:

$$
\begin{align*}
& \left(z_{n+1}+\hat{z}_{n+1}\right) / 2=z_{n}+h\left(\varphi\left(t_{n}, z_{n}\right)+\right. \\
& \left.+\varphi\left(t_{n+1}, z_{n+1}\right)\right) / 2 \tag{11}
\end{align*}
$$

which is the known Trapezoidal role. This method has the degree $p=2$, but methods (9) have, the degree $p=1$. Consequently, the Trapezoidal rule is more exact.

It is easy to define that calculation $z_{n+1}$ is more difficult, than the calculation of the value $\hat{z}_{n+1}$. For the correction of this disadvantage, let us to define the value $Z_{n+1}$ by the following method:

$$
\begin{equation*}
\bar{z}_{n+1}=z_{n}+h \varphi\left(t_{n+1}, z_{n}+h \varphi\left(t_{n}, z_{n}\right)\right) \tag{12}
\end{equation*}
$$

which is explicit and does not arise any difficulty in the calculation of the value $\bar{z}_{n+1}$ by this formula.
It is easy to show that, method of (12) can presented as the follows:

$$
\begin{equation*}
\bar{z}_{n+1}=z_{n}+h \varphi\left(t_{n+1}, \bar{z}_{n+1}\right) . \tag{13}
\end{equation*}
$$

Thus, by the described above-mentioned method, receive some predictor-corrector method. The predictor and corrector methods have one and the same degree, which is equal to 1 (one). As was shown above, by using half sum of the values of problem (1) calculated within using predictor and corrector methods, receive the new method, which is more exact than the predictor and corrector
methods. In our case, the one-step method of (9) has constructed the one-step method, but in using Richardson extrapolation method remains the same. Thus, in using Richardson extrapolation receives the new function to calculate which applied the using method. We get that when using the Richardson extrapolation each time one can increase the exactness of calculated values at the mesh points. However, in using linear combinations of some multistep methods the degree of exactness must obey the laws from [5]. In this case, if one can receive the results with a higher degree by using a linear combination of some multistep methods, then receive that or the method used has a low order of accuracy or the number of terms in the resulting method increases. And now let us consider the following methods:

$$
\begin{align*}
& z_{n+k}^{(1)}=-\sum_{j=0}^{k-1} \bar{\alpha}_{j} z_{n+j}+h \sum_{j=0}^{k} \bar{\beta}_{j} \varphi_{n+j}, \\
& z_{n+k}^{(2)}=-\sum_{j=0}^{k-1} \hat{\alpha}_{j} z_{n+j}+h \sum_{j=0}^{k} \beta_{j} \varphi_{n+j} \tag{14}
\end{align*}
$$

with the local truncation errors

$$
\begin{aligned}
& R_{n}^{(1)}=c_{1} z_{n}^{(p+1)}+O\left(h^{p+s_{1}+1}\right) \\
& R_{n}^{(2)}=c_{2} z_{n}^{(p+1)}+O\left(h^{p+s_{2}+1}\right), h \rightarrow 0,
\end{aligned}
$$

here $s=\min \left(s_{1}, s_{2}\right)$.
To get the best results it is enough to use the solution of the following equation:

$$
\lambda c_{1}+(1-\lambda) c_{2}=0
$$

in the following expression

$$
\begin{equation*}
z_{n+k}=\lambda z_{n+k}^{(1)}+(1-\lambda) z_{n+k}^{(2)} . \tag{15}
\end{equation*}
$$

Note that based on formula (15), the resulting value of the solution to problem (1) will be more accurate than the values of $z_{n+k}^{(1)}$ and $z_{n+k}^{(2)}$ It is easy to understand that the values $z_{n+k}^{(1)}$ and $Z_{n+k}^{(2)}$ are calculated with the order of accuracy of $p$, then value calculated by the formula (15) will be has the order of accuracy of $p+1$

Considering that in this process has used the values, which have been calculated by using a stable method, we get that this scheme gives a positive result. By the above described, one can construct a very simple way to increase the accuracy of the approximate values as the solution of the problem (1). For this aim let us consider the following section.

## §2. On some ways for the increasing of exactness of the numerical method (2).

Noted that by the equality of (15) receive that, for more accurate results, here have used linear interpolation. Currently, to improve the accuracy of the solution values to the problem (1), it is proposed to use methods with second derivatives, which are represented as follows:

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} Z_{n+i}=h \sum_{i=0}^{k} \beta_{i} Z_{n+i}^{\prime}+h^{2} \sum_{i=0}^{k} \gamma_{i} Z_{n+i}^{\prime \prime}(n=0,1,2, \ldots) . \tag{16}
\end{equation*}
$$

It easy to understand that $z^{\prime \prime}(t)=\varphi_{t}^{\prime}+\varphi_{z}^{\prime} \cdot \varphi$. In the finding, the values of the computational work are increased, which depends on the calculation of the values $\varphi_{t}^{\prime}(t, z)$ and $\varphi_{z}^{\prime}(t, z)$ at the mesh points $t_{m}(0 \leq m \leq N)$. With this in mind, it is proposed here to use an extended (or jumping) method, which in some simple form can be represented as follows:

$$
\begin{equation*}
\sum_{i=0}^{k-m} \alpha_{i} z_{n+i}=h \sum_{i=0}^{k} \beta_{i} \varphi\left(t_{n+i}, z_{n+i}\right) \quad(m>0 ; n=0,1,2, . .) \tag{17}
\end{equation*}
$$

Similar to the described above, studied by many authors, [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36],[37].

Method (17) was fundamentally studied by in the work [19], [20].who came to the conclusion that if method (17) is stable, then in class (17) there are methods with degree $p \leq k+m+1$ for $k \geq 3 m$. Obviously, based on Dahlquist's law, we can conclude that if method (2) is stable, then in the class of method (2) there are stable methods with degree $p \leq 2[k / 2]+2$ (here $k=m$ ). By a usual comparison, we find that stable methods like (17) are more accurate than (2). As an example, in class (2) there are stable methods of degree $p \leq 2[k / 2]+2$ for all $k$. Therefore, for $k=3$ there is a stable method with degree $p_{\text {max }}=4\left(p_{\text {max }}=k+1\right)$. But in (17) there is a stable method with degree $p=5$ for $k=3$, represented as:

$$
\begin{align*}
& z_{n+2}=\left(11 z_{n}+8 z_{n+1}\right) / 19+ \\
& +h\left(10 \varphi_{n}+57 \varphi_{n+1}+24 \varphi_{n+2}-\varphi_{n+3}\right) / 57 \tag{18}
\end{align*}
$$

Obviously, this method is stable and also has a local truncation error of degree $p=5$, written as

$$
R_{n}=-\frac{11}{3420} h^{6} z_{\left(x_{n}\right)}^{(6)}+O\left(h^{7}\right)
$$

It is noted that the main disadvantage of these methods is finding the values of the solution to problem (1) in neighboring grid nodes. To solve this problem, we use a predictor-corrector similar to the methods. Let's look at a method like:

$$
\begin{equation*}
z_{n+3}=z_{n+2}+h\left(23 \varphi_{n+2}-16 \varphi_{n+1}+5 \varphi_{n}\right) / 12 . \tag{19}
\end{equation*}
$$

By using method (19) in the formula (18), receive the following method:

$$
\begin{align*}
& z_{n+2}=\left(11 z_{n}+8 z_{n+1}\right) / 19+h\left(10 \varphi_{n}+57 \varphi_{n+1}\right. \\
& +24 \varphi_{n+2}-h \varphi\left(t_{n+3}, z_{n+2}+\right.  \tag{20}\\
& \left.+h\left(23 \varphi_{n+2}-16 \varphi_{n+1}+5 \varphi_{n}\right) / 12\right) / 57
\end{align*}
$$

And now let us change $z_{n+3}$ participation in (18) by the following:

$$
\begin{equation*}
z_{n+3}=z_{n+1}+h\left(7 \varphi_{n+2}-2 \varphi_{n+1}+\varphi_{n}\right) / 3 \tag{21}
\end{equation*}
$$

In this case, receive the next methods:

$$
\begin{align*}
& z_{n+2}=\left(11 z_{n}+8 z_{n+1}\right) / 19+h\left(10 \varphi_{n}+57 \varphi_{n+1}\right. \\
& \left.+24 \varphi_{n+2}\right) / 57-h \varphi\left(t_{n+3}, z_{n+1}+\right.  \tag{22}\\
& \left.+h\left(7 \varphi_{n+2}-2 \varphi_{n+1}+\varphi_{n}\right) / 3\right) / 57
\end{align*}
$$

Obviously, this method is stable and also implicit. Method (20) is A-stable, but the method (22) is stable. To ensure the accuracy of the results, consider the following section.

## 2 Numerical Results

To illustrate the results, we provide relevant examples:

$$
z^{\prime}=\lambda z, z(0)=1,0 \leq t \leq 2
$$

exact solution for which can be presented as: $z(t)=\exp (\lambda t)$. To solve this example let us to us the following couple methods

$$
\begin{gather*}
\hat{z}_{n+2}=3 \hat{z}_{n+1}-2 z_{n}-h \varphi_{n},  \tag{23}\\
z_{n+2}=z_{n}-h\left(\hat{\varphi}_{n+2}-8 \varphi_{n+1}-5 \varphi_{n}\right) / 12,  \tag{24}\\
\hat{z}_{n+2}=z_{n+1}+h\left(3 \varphi_{n+1}-\varphi_{n}\right) / 2,  \tag{25}\\
z_{n+2}=z_{n}-h\left(\hat{\varphi}_{n+2}-8 \varphi_{n+1}-5 \varphi_{n}\right) / 12,  \tag{26}\\
\hat{z}_{n+2}=-8 z_{n+1}+9 z_{n}+h\left(6 \varphi_{n+1}+4 \varphi_{n}\right),  \tag{27}\\
z_{n+2}=z_{n+1}+h\left(9 \hat{\varphi}_{n+2}+18 \varphi_{n+1}-3 \varphi_{n}\right) / 24,  \tag{28}\\
z_{n+2}=\left(8 z_{n+2}+\hat{z}_{n+2}\right) / 9 . \tag{29}
\end{gather*}
$$

It is known that the local truncation error for methods (24) and (26) is represented as:

$$
R_{n}=h^{3} z_{n}^{\prime \prime \prime} / 24+O\left(h^{5}\right)
$$

The receiving results for method (24),(26), and (27) are tabulated in the following tables:

Table 1. Results for the $h=0.05$ and $\lambda=1$.

| $t_{i}$ | Method <br> $(24)$ | Method <br> $(26)$ | Exact value | Method <br> $(29)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0. | 1.1051988 | 1.1051702 | 1.10551709 | 1.1051712 |
| 1 | 6 | 5 | 1 | 0 |
| 0. | 1.9313402 | 1.6487264 | 1.64872122 | 1.6487827 |
| 5 | 2 | 6 |  | 3 |
| 2. | more | 7.7698516 | 7.76790016 | 7.7678623 |
| 0 |  | 8 |  | 2 |

Table 2. Results for the $h=0.1$ and $\lambda=1$

| $t_{i}$ | Method <br> $(24)$ | Method <br> $(26)$ | Exact <br> value | Method <br> $(29)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0. | 1.2216634 | 1.2214040 | 1.2214126 | 1.2214126 |
| 2 | 3.3829898 | 8 | 6 | 6 |
| 0. | 8 | 2.4599552 | 2.4596023 | 24560233 |
| 9 | more | 2 | 2 | 7.3890553 |
| 2. |  | 7.3962984 | 7.3890552 | 27679016 |
| 0 |  | 1 | 2 | 2 |

As follows from the Table 2, receive that the results received by the method (29) are unacceptable. For the corrected this situation, let's consider the case, when $\lambda<0$ the solution is decreasing.

Table 3. Results for the $h=0.05$ and $\lambda=-1$.

| $t_{i}$ | Method <br> $(24)$ | Method <br> $(26)$ | Exact <br> value | Method <br> $(29)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0. | 0.9448141 | 0.9448374 | 0.9483745 | 0.9463966 |
| 1 | 8 | 3 | 0.6065309 | 0 |
| 0. | 0.4168961 | 0.6065349 | 8 | 0.6065325 |
| 5 | 0 | 6 | 0.1353353 | 1 |
| 2. | more | 0.1353487 | 0 | 0.1353304 |
| 0 |  | 4 |  | 4 |

Table 4. Results for the $h=0.1$ and $\lambda=-1$

| $t_{i}$ | Method <br> $(24)$ | Method <br> $(26)$ | Exact <br> value | Method <br> $(29)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0. | 0.818473 | 0.818722 | 0.8187307 | 0.8187310 |
| 2 | 40 | 19 | 6 | 7 |
| 0. | 0.337485 | 0.367995 | 0.3678795 | 0.3687812 |
| 9 | 07 | 56 | 0 | 28 |
| 2. | more | 0.135498 |  | 0.1355330 |
| 0 |  | 88 | 0.1355335 | 5 |

By the results of the Table 1, Table 3, Table 4, the results received by the method (29) can be considered as the better.

## 3 Conclusion

Here are given some ways which usually are used for the increased accuracy of the receiving results by using stable Multistep Methods. Shown that by the selection of predictor methods in the predictorcorrector methods one can receive the method, which behaves like an unstable method. Note that in the predictor-corrector method of (25)-(26), the predictor method is stable, but in the predictorcorrector method of (23) and (24) the predictor method is unstable. Obviously, the predictorcorrector method is convergent if the corrector method is stable. Here, the predictor method was used as a separate unstable method, so the results obtained by method (24) are unacceptable. However, the second predictor method is convergence (the predictor-corrector method is convergence because the predictor-corrector methods are robust). It is known that in the linear combination constructed using methods (27)-(29), unstable methods are involved as predictors, but because of this, the results are better. Similar results are obtained by using Richardson extrapolation. Thus we receive that using linear combinations gives the best results. However, the selected appropriate methods are very important. The reason for the increased accuracy of Richardson extrapolation and the linear combination of various methods is also explored here. Note that for the increased accuracy of the calculated values of solution of the investigated problem, one can use the bilateral methods, this method can be taken as the better, so by using the bilateral methods one can define the availability of the receiving results. We would like to note that here used references with we have also encountered in other popular works. And have given some information about our new articles. Note that this method is interesting and very simple, so we hope that the methods described above will be very useful for a circle of readers and researchers.

## Acknowledgments:

The authors thank Academician T. Aliyev, and Academician A. Abbasov for their useful Valuable advice. This work was partially supported by the Science Development Foundation of the Republic of Azerbaijan - grant AEF-MCG-2022-1(42)-12/4/1-M-4.

Finally, the authors thank the reviewers for their comments, which improved the content of this article.

## References:

[1] Burova I.G., Application local plynominal and non-polynominal splines of the third order of approximation for the construction of the numerical solution of the Volterra integral, International Journal of Circuits, Systems and Signal Processing, vol. 15, 2021, pp. 63-71, https://doi.org/10.46300/9106.2021.15.8.
[2] Juraev D. A., "Solution of the ill-posed Cauchy problem for matrix factorizations of the Helmholtz equation on the plane", Global and Stochastic Analysis., 8:3 (2021), 1-17.
[3] Shura-Bura M.R. Error estimates for numerical integration of ordinary differential equations, Prikl.matem. and mech., 1952, № 5, 575-588, (Russian).
[4] Dahlquist G., "Convergence and stability in the numerical integration of ordinary differential equations," Math. Scand., no. 4, pp. 33-53, 1956, https://doi.org/10.7146/math.scand.a-10454.
[5] Mehdiyeva G., Ibrahimov V.R., Imanova M.N., An application of mathematical methods for solving of scientific problems, British journal of applied Science technology, 14(2), 2016, p. 1-15, https://doi.org/10.9734/BJAST/2016/22964.
[6] Henrici P., Discrate variable methods in $O D E$, John Wiley and Sons, Inc, New York. London, 1962.
[7] Bakhvalov N.S., Some remarks on the question of numerical intefration of differential equation by the finit-difference method, Academy of Science report, USSA, N3, 1955, 805-808 p., (Russian).
[8] Juraev D.A., Cauchy problem for matrix factorization of the Helmholtz equation, Ukrainian Mathematical Journal, 69, 2018, p.1583-1592, https://doi.org/10.1007/s11253-018-1456-5.
[9] Imanova M.N., On one multistep method of numerical solution for the volterra integral equation, Transactions of NAS of Azerbaijan, 2006, p. 95-104.
[10] Ibrahimov V. and Imanova M., "Multistep methods of the hybrid type and their application to solve the second kind Volterra integral equation," Symmetry, vol. 13, no. 6, pp. 1-23, 2021, https://doi.org/10.3390/sym13061087.
[11] Bulnes J. D. Bulnes, Juraev D. A. Juraev Bonilla, J. L. Bonilla, Travassos, M. A. I. Travassos, "Exact decoupling of a coupled system of two stationary Schrödinger equations", Stochastic Modelling \& Computational Sciences, 3:1 (2023), 23-28.
[12] Mehdiyeva G., Ibrahimov V., and Imanova M., "General theory of the applications of multistep methods to calculation of the energy of signals," In: Zeng, QA. (eds) Wireless Communications, Networking and Applications. Lecture Notes in Electrical Engineering, Springer, New Delhi vol. 348, pp. 1047-1056, 2016, https://doi.org/10.1007/978-81-322-2580-8.
[13] Mehdiyeva G. Mehdiyeva, Ibrahimov V. Ibrahimov Imanova. M. Imanova, On a Way for Constructing Numerical Methods onthe Joint of Multistep and Hybrid Methods, World Academy of Science, Engineering and Technology, 57 2011, p. 585-588.
[14] Juraev D. A. Juraev, "On the solution of the Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional spatial domain", Global and Stochastic Analysis, 9:2 (2022), 1-17.
[15] Akinfewa., O.A.Akinfewa., Yao N.M.Yao, Jator S.N.Jator, Implicit two step continuous hybrid block methods with four off steps points for solving stiff ordinary differential equation, WASET, 51, 2011, p.425-428.
[16] Butcher, J.: A modified multistep method for the numerical integration of ordinary differential equations. J. Assoc. Comput. Math., 12, 124-135 (1965).
[17] Ibrahimov, V.R. On a relation between order and degree for stable forward jumping formula, Zh. Vychis. Mat., 1990, p. 10451056.
[18] Bulnes J. D., Bonilla J. L., Juraev D. A., "Klein-Gordon's equation for magnons without non-ideal effect on spatial separation of spin waves", Stochastic Modelling \& Computational Sciences, 3:1 (2023), 29-37.
[19] Juraev D. A., "The Cauchy problem for matrix factorization of the Helmholtz equation in a multidimensional unbounded domain", Boletim da Sociedade Paranaense de Matematica, 41 (2023), 1-18.
[20] Mehdiyeva, G.Yu. Ibrahimov V.R., Imanova M.N. , On One Application of Hybrid Methods For Solving Volterra Integral Equations, World Academy of Science, Engineering and Technology, 61 2012, p. 809-813.
[21] Gupta G., A polynomial representation of hybrid methods for solving ordinary differential equations, Mathematics of comp., 33, 1979, 1251-1256, https://doi.org/10.1090/S0025-5718-1979-0537968-6.
[22] Babushka I., Vitasek E., Prager M., Numerical processes for solving differential equations, Mir 1969, 368.
[23] Skvortsov L., Explicit two-step runge-kutta methods, Math. modeling, 21,2009, p.54-65.
[24] Awari, Y. Sani, Derivation and Application of six-point linear multistep numerical method for solution of second order initial value problems, IOSR Journal of Mathematics, 20132, p. 23-29.
[25] Dachollom Sambo, Chollom, J.P., Oko Nlia, High order hybrid method for the solution of ordinary differential equations, IOSR Journal of Mathematics (IOSR-JM) e-ISSN: 22785728,. Volume 15, Issue 6 Ser. V (Nov - Dec 2019), pp.31-34.
[26] Bulatov M. V., Ming-Gong Lee, Application of matrix polynomials to the analysis of linear differential-algebraic equations of higher order, Differential Equations, vol. 44, 2008, p. 1353-1360.
[27] Burova I. G., Alcybeev G. O., Solution of Integral Equations Using Local Splines of the Second Order, WSEAS Transactions on Applied and Theoretical Mechanics, Vol. 17, 2022, p. 258-262, https://doi.org/10.37394/232011.2022.17.31.
[28] Burova I. G., Fredholm Integral Equation and Splines of the Fifth Order of Approximation, WSEAS Transactions on Mathematics, Vol. 21, 2022, pp. 260-270, https://doi.org/10.37394/23206.2022.21.31.
[29] Imanova M.N. Ibrahimov V.R., The New Way to Solve Physical Problems Described by ODE of the Second Order with the Special Structure, WSEAS Transactions on Systems, Vol. 22, 2023, p.199-206, https://doi.org/10.37394/23202.2023.22.20.
[30] Mehdiyeva G.Yu., Ibrahimov V.R., Imanova, M.N. On the construction test equations and its Applying to solving Volterra integral equation, Methematical methods for information science and economics, Montreux, Switzerland, 2012/12/29, p. 109114, https://doi.org/10.1090/S0025-5718-1979-0537968-6.
[31] Mehdiyeva,G.Yu. Ibrahimov V.R., Imanova M.N. , Application of a second derivative multi-step method to numerical solution of

Volterra integral equation of second kind, Pakistan Journal of Statistics and Operation Research, 28.03.2012, p.245-258, https://doi.org/10.1007/s42452-019-1519-8.
[32] Jurayev D.A., Ibrahimov V.R., Agarwal P., Regularization of the Cauchy problem for matrix factorizations of the Helmholtz equation on a two-dimensional bounded domain, Palestine Journal of Mathematics, 12 (1), p. 381-403.
[33] Mehdiyeva G.Yu., Ibrahimov V., Imanova M., An application of the hybrid methods to the numerical solution of ordinary diffrential equations of second order, Kazakh National University named after Al-Farabi, Journal of treasury series, mathematics, mechanics, computer science, Almaty, tom 75, No-4, p. 46-54.
[34] Imanova M., One the multistep method of numerical solution for Volterra integral equation, Trans. Natl. Acad. Sci. Azerb. Ser. Phys.-Tech. Math. Sci., 26, vol. 1, p. 95-104.
[35] Imanova M., On some comparison of Computing Indefinite integrals with the solution of the initial-value problem for ODE, WSEAS Transactions on Mathematics, Vol. 19, 2020, p. 208-215, https://doi.org/10.37394/23206.2020.19.19.
[36] Imanova M.N., On the comparison of Gauss and Hybrid methods and their application to calculation of definite integrals, Journal of Physics: Conference Series, 1564, vol. 1, 2020, IOP publishing, p. 012019.
[37] Mehdiyeva G.Yu., Ibrahimov V., Imanova M., Application of the hybrid method with constant coefficients to solving the integrodifferential equations of first order, AIP Conference Proceedings, 2012/11/6, p. 506510.

Contribution of Individual Authors to the Creation of a Scientific Article (Ghostwriting Policy)
The authors equally contributed in the present research, at all stages from the formulation of the problem to the final findings and solution.

## Sources of Funding for Research Presented in a Scientific Article or Scientific Article Itself

No funding was received for conducting this study.

## Conflict of Interest

The authors state express that there is no conflict of interest misunderstanding between them.

## Creative Commons Attribution License 4.0 (Attribution 4.0 International, CC BY 4.0)

This article is published under the terms of the Creative Commons Attribution License 4.0
https://creativecommons.org/licenses/by/4.0/deed.en US

