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Abstract: - In this paper, we discuss the estimation problem of the location and scale parameters of the log-Cauchy 

distribution, a member of the super heavy-tailed distributions family. We consider several methods of estimation, 

including a new percentile method, maximum likelihood estimation and robust estimators. A Monte Carlo 

simulation experiment is conducted to compare the proposed estimation methods. Further, we illustrate the 

estimation methods via a real life example. 
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1 Introduction 
Heavy-tailed distributions play an essential role in 

the study of rare events, as there can be cases such 

that the probability of extremely large observations 

cannot be ignored. Therefore, phenomena describing 

the occurrence of extreme values with a high relative 

probability can be modeled by these types of 

distributions. In many different fields such as 

computer science, networks, communications, 

economics, and finance, it is common to find 

examples of heavy tail datasets. For more details on 

the heavy-tailed distributions, one may refer to [1] – 

[5]. 

 

The log-Cauchy distribution is one of the heavy-

tailed distributions. It is considered a special case of 

the generalized beta distribution of type II. In fact, it 

is a special case of the log-student distribution. It can 

be transformed from Cauchy distribution as follows. 

If 𝑋 is a Cauchy distribution, then  𝑌 = 𝑒𝑋 has a log-

Cauchy distribution. Because the expected value and 

variance of the Cauchy distribution are not defined, 

the Cauchy distribution is sometimes referred to as 

the primary example of a pathological distribution. In 

fact, the moment generating function of the Cauchy 

distribution has not been defined, see for example, 

[6] and [7]. Therefore, it is a matter of priority that 

these exotic properties are achieved in the log-

Cauchy distribution. 

 

In the literature concerning the problem of estimating 

parameters, several estimation techniques have been 

proposed for the Cauchy distribution, see for 

example, [8] – [11]. However, it is noteworthy that 

no attention was paid to estimating the parameters of 

the log-Cauchy distribution. In this paper, we 

consider the estimation problem of the parameters of 

the log-Cauchy distribution. We present a robust 

alternative method for estimating the required 

parameters. Two additional methods are presented 

for comparison purposes. A simulation study is 

conducted to compare the effectiveness of the 

estimation techniques and a real dataset is considered 

for illustrative purposes. 

 

 

2 log-Cauchy Distribution 
The log-Cauchy distribution is sometimes seen as an 

example of a "super heavy-tailed" distributions, 

because its tail is considered heavier than the Pareto-

type heavy tail. Its tail is decaying logarithmically, 

see [1]. The probability density function (pdf) of the 

log-Cauchy distribution is defined as: 

𝑓(𝑦, 𝜃, 𝜆) =
1

𝜋𝑦
(

𝜆

𝜆2 + (ln 𝑦 − 𝜃)2
) , 𝑦 > 0, (1) 

 

where 𝜃𝜖ℝ is the location parameter and  𝜆 > 0 

represents the scale parameter. The cumulative 
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distribution function (cdf) of the log-Cauchy 

distribution is given by 

 

𝐹(𝑦, 𝜃, 𝜆) =
1

2
+

1

𝜋
𝑡𝑎𝑛 −1  (

ln 𝑦 − 𝜃

 𝜆
) , 𝑦 > 0, (2) 

 

The survival and hazard rate functions of the log-

Cauchy distribution are expressed as: 

 

𝑆(𝑦, 𝜃, 𝜆) = −
1

2
+

1

𝜋
𝑡𝑎𝑛 −1  (

𝑙𝑛 𝑦 − 𝜃

 𝜆
) , 𝑦 > 0,      

and 

 

ℎ(𝑦, 𝜃, 𝜆) =
𝜆

𝑦(𝜆2 + (𝑙𝑛 𝑦 − 𝜃)2) (𝑡𝑎𝑛 −1  (
𝑙𝑛 𝑦−𝜃

 𝜆
) −

𝜋

2
)

, 𝑦

> 0, 

 

respectively.  

 

 

3 Estimating the Parameters of the log-

Cauchy Distribution 
In this section, we discuss the problem of estimating 

the location and scale parameters of the log-Cauchy 

distribution. Three methods of estimation are 

presented. 

 

3.1 Percentiles Estimators 

Percentiles play an essential role in statistical 

inference. They are used recently in estimating 

parameters, see [12]. The technique is similar to the 

moment method estimation, but instead of equating 

population moments to the sample moments, it is 

based on equating population percentiles to the 

sample percentiles and then solving the obtained 

equations simultaneously. 

In this context, we propose new percentile estimators 

based on the popular quartiles as follows. Assume 

that 𝑌1, 𝑌2, … , 𝑌𝑛 is a random sample of size n from 

log-Cauchy distribution. The quantile function of the 

log-Cauchy distribution can be written as: 

𝑞(𝑡) = 𝑒
𝜃+𝜆 tan(𝜋(𝑡−

1

2
))

, 0 < 𝑡 < 1, (3) 
 

Therefore, if 𝑌 is a log-Cauchy distributed, based on 

Eq. (3), the median 𝑌 is given by: 

𝑀(𝑌) = 𝑒𝜃.                           (4) 

 

The lower and upper quartiles of 𝑌 are given as: 

 

𝑄1(𝑌) = 𝑒𝜃−𝜆,                                        (5) 

and  

𝑄3(𝑌) = 𝑒𝜃+𝜆,                                       (6) 

 

respectively. The new approach is based on equating 

the population quartiles in Eqs. (4) to (6) to the 

sample quartiles as follows: 

𝑒𝜃 = 𝑌𝑚     
 

𝑒𝜃−𝜆 = 𝑌𝑞1
                             (7) 

 

𝑒𝜃+𝜆 = 𝑌𝑞3
, 

 

where 𝑌𝑚 is the sample median, 𝑌𝑞1
and 𝑌𝑞3

 represent 

the sample lower and upper quartiles, respectively. 

Solving the system of equations in (7) gives: 

 

𝜃𝑃𝐸 = log (𝑌𝑚),                           (8) 

and 

𝜆̂𝑃𝐸 =
1

2
log (

𝑌𝑞3

𝑌𝑞1

) .                     (9) 

 

Eqs. (8) and (9) are the percentiles estimators 

required to estimate the parameters 𝜃 and 𝜆, 

respectively. 

 

3.2 Maximum Likelihood Estimation 

If  𝑌1, 𝑌2, … , 𝑌𝑛 is a random sample of size n taken 

from a log-Cauchy distribution, then the likelihood 

function, based on this sample, is given by: 

𝐿(𝜃, 𝜆) =
𝜆𝑛

𝜋𝑛
∏ (

1

𝑦𝑖(𝜆2 + (log 𝑦𝑖 − 𝜃)2)
)

𝑛

𝑖=1

. (10) 

 

The associated log-likelihood function may be 

expressed as: 

𝑙(𝜃, 𝜆) = 𝑛𝑙𝑜𝑔 𝜆 − ∑ log 𝑦𝑖

𝑛

𝑖=1

− ∑ log(𝜆2 + (log 𝑦𝑖 − 𝜃)2)

𝑛

𝑖=1

.         (11) 

 

The maximum likelihood estimators (MLEs) of 

𝜃 and 𝜆 can be obtained by maximizing the log-

likelihood function in Eq. (11). Consequently, the 

likelihood equations are given by: 

𝜕𝑙

𝜕𝜃
= ∑

2(log 𝑦𝑖 − 𝜃)

𝜆2 + (log 𝑦𝑖 − 𝜃)2

𝑛

𝑖=1

= 0.            (12) 
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𝜕𝑙

𝜕𝜆
=

𝑛

𝜆
− ∑

2𝜆

𝜆2 + (log 𝑦𝑖 − 𝜃)2

𝑛

𝑖=1

= 0.      (13) 

 

The estimation process, through Eqs. (12) and (13), 

cannot be obtained in closed form. Accordingly, 

equations (12) and (13) will be solved simultaneously 

using a numerical technique such as the Newton-

Raphson method. The resulting MLEs of the 

parameters 𝜃 and 𝜆 will be denoted by 𝜃𝑀𝐿𝐸 , 𝜆̂𝑀𝐿𝐸, 

respectively. 

 

3.3 Robust Estimators 
The data used to estimate the parameters of heavy-

tailed distributions are generally contaminated with 

extreme values, which are called outliers. Outliers 

may be considered in related applications as rare 

events. By contrast, observations that are not extreme 

are called inliers. An estimator is said to be robust 

when these outliers do not affect the estimates of the 

parameters, more details on robust estimators can be 

found in [13] and [14]. Now, as mentioned above, the 

log-Cauchy distribution is one of the heavy-tailed 

distributions. Therefore, robust estimators of the 

parameters are proposed in the literature. Hence, 

based on a random sample 𝑌1, 𝑌2, … , 𝑌𝑛taken from 

log-Cauchy distribution, Olive [15] suggested the 

following robust estimators: 

 

𝜃𝑅𝐸 = 𝑚𝑒𝑑𝑖𝑎𝑛(log 𝑌1, log 𝑌2, … , log 𝑌𝑛) 

(14) 

𝜆̂𝑅𝐸 = 𝑀𝐴𝐷(log 𝑌1, log 𝑌2, … , log 𝑌𝑛), 
 

where 𝑀𝐴𝐷(𝑥1, 𝑥2, … , 𝑥𝑛) represents the median 

absolute deviation of 𝑥𝑖 about the median of 𝑥𝑖 , 𝑖 =
1, 2, … , 𝑛. Clearly, if the sample size n is odd, it can 

be shown that: 𝜃𝑅𝐸 = 𝜃𝑃𝐸. 

 

 

4 Simulation and Real Example 
Now, in this section, we perform a simulation 

experiment for computing the estimates of the 

parameters 𝜃 and 𝜆 based on the techniques 

discussed in Section 3. A real dataset is considered to 

illustrate the estimation methods. 

 

4.1. Simulation Experiment  
Here, we conduct an intensive Monte Carlo 

simulation experiment for evaluating the suggested 

estimators. The performance of the considered 

estimators is measured in terms of the bias and the 

mean square error (MSE) of the estimators, which are 

expressed for any estimator 𝛼̂ of a parameter 𝛼 as: 

𝑏𝑖𝑎𝑠(𝛼̂) =
1

𝑚
∑(𝛼̂𝑗 − 𝛼)

𝑚

𝑗=1

, 

and 

𝑏𝑖𝑎𝑠(𝛼̂) =
1

𝑚
∑(𝛼̂𝑗 − 𝛼)

2
,

𝑚

𝑗=1

 

 

respectively. Here, the Monte Carlo simulation is 

conducted based on different sample sizes and 

parameter values. For this, we generate random 

samples of log- Cauchy distribution by considering 

the following schemes: 

 

Scheme 1: 𝜃 = 0.5, 𝜆 = 0.75 

Scheme 2: 𝜃 = 2, 𝜆 = 1.5   

Scheme 3: 𝜃 = 3, 𝜆 = 2 

 

Samples from log-Cauchy distribution were 

randomly generated under these schemes with 1000 

replications of the simulation process. Using these 

random samples, estimation biases and MSEs of the 

estimators are obtained. The results are presented in 

Tables 1 to 3.  

Based on these tables, we observe the following 

remarks. The biases of the three estimators are 

generally small, which indicates the good 

performance of the estimators in this sense. By 

considering the MSE as an optimal criterion, it has 

been observed that PEs are highly competitive to 

MLEs and outperform REs in most of the considered 

cases. It can be seen that as 𝑛 increases, the MSEs 

for all estimators decrease. Moreover, it is noticeable 

that the MSEs of the three estimators are close to 

each other.  
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4.2. Real Example  
To clarify the estimation methods discussed in this 

paper, we consider an example of real data that was 

used by Alzaatreh [16]. It accounts for 157 of the 

national consumer price index in Brazil. The data are 

shown in Table 4. Since the log-Cauchy distribution is 

defined on positive real numbers, for each sample 

point  𝑥𝑖, 𝑖 = 1, 2, … , 157; we take the exponential 

value  𝑒𝑥𝑖. To test the goodness- of-fit of the 

transformed data to the log-Cauchy distribution, 

Kolmogorov-Smirnov (K-S) test is used. The K-S 

statistic of the distance between the empirical 

distribution and the fitted one, based on 

estimates  𝜃𝑀𝐿𝐸 , 𝜆̂𝑀𝐿𝐸, is 0.12057 and the 

corresponding p-value is 0.2042. Therefore, it is 

appropriate to fit the transformed data using the log-

Cauchy distribution. To see the accuracy of the log-

Cauchy distribution under the estimation methods 

presented in this study, the true CDF of the data is 

plotted in Fig. 1, along with the estimated CDFs. The 

obtained estimates of the parameters 𝜃 and 𝜆 based on 

the considered methods are displayed in Table 5. It 

can be observed that the values of the estimates are 

close to each other.  

 

 

 
Fig. 1: The empirical cdf (dots) and the estimated cdfs 

based on the three methods.  
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5 Conclusion 
In this study, we have considered the estimation 

problem of the parameters of log-Cauchy distribution, 

one of the super heavy-tailed distributions. Three 

estimators are addressed including, a new alternative 

estimator based on percentiles, maximum likelihood 

estimator and a robust estimator.  

We have compared the performance of the estimators 

using a Monte Carlo simulation experiment in terms 

of the biases and MSEs for different sample sizes and 

parameter values. The alternative estimators PEs are 

recommended as they are computationally attractive 

and have good performances based on the bias and 

MSE criteria. 

In this context, the proposed alternative method can 

be used for estimating parameter for a wide range of 

statistical distributions, which may be discussed in 

future studies. 
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