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#### Abstract

Let $\mathrm{d} X(t)=-Y(t) \mathrm{d} t$, where $Y(t)$ is a one-dimensional diffusion process. First-exit problems from $C \in \mathbb{R}^{2}$ are studied for the degenerate two-dimensional diffusion process $(X(t), Y(t))$ when the process leaves $C$ not later than after a random time having an exponential distribution. When $Y(t)$ is a standard Brownian motion, the Laplace transform of the moment-generating function $M$ of the first-exit time is computed explicitly, as well as the Laplace transforms of the mean exit time $m$ and the probability $p$ of leaving $C$ through a given part of its boundary. When $Y(t)$ is a geometric Brownian motion, the functions $M, m$ and $p$ are obtained by making use of the method of similarity solutions to solve the various partial differential equations, subject to the appropriate boundary conditions.
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## 1 Introduction

We consider degenerate two-dimensional diffusion processes $(X(t), Y(t))$ defined by

$$
\begin{align*}
\mathrm{d} X(t) & =-Y(t) \mathrm{d} t  \tag{1}\\
\mathrm{~d} Y(t) & =f[Y(t)] \mathrm{d} t+\{v[Y(t)]\}^{1 / 2} \mathrm{~d} B(t), \tag{2}
\end{align*}
$$

where $\{B(t), t \geq 0\}$ is a standard Brownian motion and the functions $f$ and $v$ are such that $\{Y(t), t \geq 0\}$ is a diffusion process. The process $\{X(t), t \geq 0\}$ (multiplied by -1 ) is known as an integrated diffusion process, because we can write that

$$
\begin{equation*}
X(t)=X(0)-\int_{0}^{t} Y(s) \mathrm{d} s \tag{3}
\end{equation*}
$$

Numerous papers have been written on first-exit problems for integrated diffusion processes. For the case when $\{Y(t), t \geq 0\}$ is a Wiener process, see McKean [12], Goldman [2], Gor'kov [3], Lachal [5] and Lefebvre [8]. Moreover, Lefebvre [7], Makasu [11], Metzler [13], Caravelli et al. [1] and Levy [10] considered the case of integrated geometric Brownian motions. Finally, Lefebvre [6] and Hesse [4] studied problems for integrated OrnsteinUhlenbeck processes.

Next, let $(X(0), Y(0))=(x, y) \in C \subset \mathbb{R}^{2}$ and define the first-exit time from $C$

$$
\begin{equation*}
T(x, y)=\inf \{t>0:(X(t), Y(t)) \notin C\} . \tag{4}
\end{equation*}
$$

Notice that if $Y(t)$ is always positive in $C$, then $X(t)$ will be strictly decreasing with time. Therefore, this type of process can serve as model in applications where the variable of interest cannot increase, for instance when $X(t)$ represents the remaining lifetime of a certain device.

Assume that $\alpha>0$. The function

$$
\begin{equation*}
M(x, y):=E\left[e^{-\alpha T(x, y)}\right] \tag{5}
\end{equation*}
$$

is the moment-generating function of the random variable $T(x, y)$. It satisfies the Kolmogorov backward equation (see Lefebvre [9], for a generalization of this result)

$$
\begin{equation*}
\frac{1}{2} v(y) M_{y y}+f(y) M_{y}-y M_{x}=\alpha M \tag{6}
\end{equation*}
$$

for $(x, y) \in C$, where $M_{y y}:=\frac{\partial^{2}}{\partial y^{2}} M$, etc. Furthermore, since $T(x, y)=0$ if $(x, y) \notin C$, we have the boundary condition

$$
\begin{equation*}
M(x, y ; \alpha)=1 \quad \text { for }(x, y) \notin C . \tag{7}
\end{equation*}
$$

Now, suppose that at a random time $\tau$ having an exponential distribution with parameter $\lambda$, if $(X(t), Y(t))$ is still inside $C$ a random quantity $Z$ is added to the value of $Y(t)$ at that time instant, so that
the process $(X(t), Y(t))$ will exit the continuation region $C$ immediately. We say that the process is killed not later than at time $\tau$.

We can prove the following proposition.
Proposition 1.1. The function $M(x, y)$ satisfies the partial differential equation (PDE)

$$
\begin{align*}
\alpha M(x, y)= & \frac{1}{2} v(y) M_{y y}(x, y)+f(y) M_{y}(x, y) \\
& -y M_{x}(x, y)+\lambda[1-M(x, y)] . \tag{8}
\end{align*}
$$

The equation is valid for $(x, y) \in C$ and is subject to the boundary condition (7).

We also have the following corollaries.
Corollary 1.1. If it exists, the function $m(x, y):=$ $E[T(x, y)]$ satisfies the PDE

$$
\begin{align*}
-1= & \frac{1}{2} v(y) m_{y y}(x, y)+f(y) m_{y}(x, y) \\
& -y m_{x}(x, y)-\lambda m(x, y) \tag{9}
\end{align*}
$$

for $(x, y) \in C$. The boundary condition is

$$
\begin{equation*}
m(x, y)=0 \quad \text { for }(x, y) \notin C . \tag{10}
\end{equation*}
$$

Corollary 1.2. Let

$$
\begin{equation*}
p(x, y):=P\left[(X(T), Y(T)) \in \partial C_{0}\right] \tag{11}
\end{equation*}
$$

where $\partial C_{0}$ is a subset of the boundary $\partial C$ of $C$. For $(x, y) \in C$, the probability $p(x, y)$ is a solution of the PDE

$$
\begin{align*}
0= & \frac{1}{2} v(y) p_{y y}(x, y)+f(y) p_{y}(x, y) \\
& -y p_{x}(x, y)+\lambda\left[p_{0}-p(x, y)\right], \tag{12}
\end{align*}
$$

where $p_{0}:=P\left[(X(\tau), Y(\tau)) \in \partial C_{0}\right]$. Furthermore, the boundary condition is

$$
p(x, y)= \begin{cases}1 & \text { if }(x, y) \in \partial C_{0},  \tag{13}\\ 0 & \text { if }(x, y) \in \partial D,\end{cases}
$$

where $\partial D:=\partial C \backslash \partial C_{0}$.
In the next section, we will compute the Laplace transform of the functions $M(x, y), m(x, y)$ and $p(x, y)$ when $\{Y(t), t \geq 0\}$ is a standard Brownian motion and $T(x, y)$ is the first time that the twodimensional process $((X(t), Y(t))$ leaves a rectangle located in the first quadrant. In Section 3, the set $C$ will be the region between two straight lines and $\{Y(t), t \geq 0\}$ will be a particular geometric Brownian motion. With the help of the method of similarity solutions, we will be able to get the exact solutions to the PDE's (8), (9) and (12). We will end this paper with a few remarks in Section 4.

## 2 Integrated Brownian motion

In this section, we assume that $v(y) \equiv 1$ and $f(y) \equiv$ 0 , so that $\{Y(t), t \geq 0\}$ is a standard Brownian motion, and we define

$$
\begin{equation*}
T_{1}(x, y)=\inf \{t>0: X(t)=0 \text { or } Y(t)=a \text { or } b\}, \tag{14}
\end{equation*}
$$

where $x>0$ and $0 \leq a<y<b$. Moreover, the quantity $Z$ added to $Y(t)$ at time $\tau$ is

$$
Z= \begin{cases}b-Y(\tau) & \text { with probability } p_{1} \in(0,1),  \tag{15}\\ a-Y(\tau) & \text { with probability } 1-p_{1} .\end{cases}
$$

Because $Y(t)$ is always positive in $C$ and $\mathrm{d} X(t)=$ $-Y(t) \mathrm{d} t, X(t)$ will be strictly decreasing with time. Moreover, $C$ is actually a finite rectangle located in the first quadrant.

Solving the PDE (8) is not an easy task. We can however obtain the Laplace transform of the function $M(x, y)$ explicitly. Indeed, let

$$
\begin{equation*}
L(y):=\int_{0}^{\infty} e^{-\beta x} M(x, y) \mathrm{d} x \tag{16}
\end{equation*}
$$

where $\beta>0$. Since $M(x, y) \in(0,1)$ for $(x, y) \in C$ and $M(0, y)=1$, we have

$$
\begin{align*}
\int_{0}^{\infty} e^{-\beta x} M_{x}(x, y) \mathrm{d} x & =\left.e^{-\beta x} M(x, y)\right|_{0} ^{\infty}+\beta L \\
& =-1+\beta L \tag{17}
\end{align*}
$$

It follows, taking the Laplace transform of each side of Eq. (8), that

$$
\begin{align*}
\alpha L(y)= & \frac{1}{2} L^{\prime \prime}(y)-y[-1+\beta L(y)] \\
& +\lambda[(1 / \beta)-L(y)] . \tag{18}
\end{align*}
$$

The above ordinary differential equation (ODE) is subject to the boundary conditions

$$
\begin{equation*}
L(a)=L(b)=1 / \beta \tag{19}
\end{equation*}
$$

Making use of the mathematical software program Maple, we find that the general solution of Eq. (18) can be written as follows:

$$
\begin{align*}
L(y)= & c_{1} \operatorname{Ai}(\eta)+c_{2} \operatorname{Bi}(\eta) \\
& +\frac{2^{2 / 3} \pi}{\beta^{4 / 3}}\left\{\operatorname{Ai}(\eta) \int \operatorname{Bi}(\eta)(\beta y+\lambda) \mathrm{d} y\right. \\
& \left.-\operatorname{Bi}(\eta) \int \operatorname{Ai}(\eta)(\beta y+\lambda) \mathrm{d} y\right\},(20) \tag{20}
\end{align*}
$$

where Ai and Bi are Airy functions and

$$
\begin{equation*}
\eta:=\frac{2^{1 / 3}}{\beta^{2 / 3}}(\beta y+\lambda+\alpha) . \tag{21}
\end{equation*}
$$

The arbitrary constants $c_{1}$ and $c_{2}$ can be determined from the boundary conditions (19) for any choice of $a$ and $b$. The expression obtained is rather involved. Therefore, inverting the Laplace transform to obtain the function $M(x, y)$ would be really difficult.

Next, let

$$
\begin{equation*}
L_{1}(y):=\int_{0}^{\infty} e^{-\beta x} m(x, y) \mathrm{d} x \tag{22}
\end{equation*}
$$

Proceeding as above, we find that Eq. (9) becomes the ODE

$$
\begin{equation*}
-\frac{1}{\beta}=\frac{1}{2} L_{1}^{\prime \prime}(y)-(y \beta+\lambda) L_{1}(y) \tag{23}
\end{equation*}
$$

whose general solution is

$$
\begin{align*}
& L_{1}(y)=c_{1} \mathrm{Ai}(\xi)+c_{2} \operatorname{Bi}(\xi)  \tag{24}\\
& +\frac{2^{2 / 3} \pi}{\beta^{4 / 3}}\left\{\mathrm{Ai}(\xi) \int \mathrm{Bi}(\xi) \mathrm{d} y-\operatorname{Bi}(\xi) \int \mathrm{Ai}(\xi) \mathrm{d} y\right\}
\end{align*}
$$

where

$$
\begin{equation*}
\xi:=\frac{2^{1 / 3}}{\beta^{2 / 3}}(\beta y+\alpha) \tag{25}
\end{equation*}
$$

The constants $c_{1}$ and $c_{2}$ must be chosen so that $L_{1}(a)=L_{1}(b)=0$.

Finally, let

$$
\begin{equation*}
p_{1}(x, y):=P[X(T)=0] . \tag{26}
\end{equation*}
$$

Since $p_{0}=P[X(\tau)=0]=0$, we may write that the function

$$
\begin{equation*}
L_{2}(y):=\int_{0}^{\infty} e^{-\beta x} p_{1}(x, y) \mathrm{d} x \tag{27}
\end{equation*}
$$

satisfies the ODE

$$
\begin{equation*}
0=\frac{1}{2} L_{2}^{\prime \prime}(y)-(y \beta+\lambda) L_{2}(y)+y \tag{28}
\end{equation*}
$$

Indeed, we calculate

$$
\begin{align*}
\int_{0}^{\infty} e^{-\beta x} \frac{\partial}{\partial x} p_{1}(x, y) \mathrm{d} x & =\left.e^{-\beta x} p_{1}\right|_{0} ^{\infty}+\beta L_{2} \\
& =\left[0-p_{1}(0, y)\right]+\beta L_{2} \\
& =-1+\beta L_{2} . \tag{29}
\end{align*}
$$

Maple gives us the following expression for the general solution of Eq. (28):

$$
\begin{align*}
& L_{2}(y)=c_{1} \mathrm{Ai}(\xi)+c_{2} \operatorname{Bi}(\xi)  \tag{30}\\
& +\frac{2^{2 / 3} \pi}{\beta^{1 / 3}}\left\{\operatorname{Ai}(\xi) \int \operatorname{Bi}(\xi) \mathrm{d} y-\operatorname{Bi}(\xi) \int \operatorname{Ai}(\xi) \mathrm{d} y\right\}
\end{align*}
$$

Notice that the functions $L_{1}(y)$ and $L_{2}(y)$ are almost the same. Moreover, the constants $c_{1}$ and $c_{2}$ are also such that $L_{2}(a)=L_{2}(b)=0$.

In the next section, we will be able to obtain the exact expressions for the functions of interest.

## 3 Integrated geometric Brownian motion

Suppose that the diffusion process $\{Y(t), t \geq 0\}$ is defined by

$$
\begin{equation*}
\mathrm{d} Y(t)=k Y(t) \mathrm{d} t+Y(t) \mathrm{d} B(t) . \tag{31}
\end{equation*}
$$

That is, $\{Y(t), t \geq 0\}$ is a geometric Brownian motion with infinitesimal mean $k y$ and infinitesimal variance $y^{2}$. This process can be expressed as the exponential of a Wiener process with infinitesimal parameters $k-\frac{1}{2}$ and 1 . Therefore, if $Y(0)>0$, the process will remain positive for any $t>0$, and $X(t)$ will be strictly decreasing with $t$.

Let

$$
\begin{equation*}
T_{2}(x, y):=\inf \left\{t>0: X(t) / Y(t)=k_{1} \text { or } k_{2}\right\} \tag{32}
\end{equation*}
$$

where $0<k_{1}<x / y<k_{2}$. Thus, the set $C$ is the region between two straight lines going through the origin.

Next, assume that

$$
Z= \begin{cases}\frac{1}{k_{1}} X(\tau)-Y(\tau) & \text { with probability } p_{1}  \tag{33}\\ \frac{1}{k_{2}} X(\tau)-Y(\tau) & \text { with probability } 1-p_{1}\end{cases}
$$

so that the process $(X(t), Y(t))$ will indeed leave the continuation region $C$ not later than at time $\tau$.

The PDE given in (8) becomes
$\alpha M=\frac{1}{2} y^{2} M_{y y}+k y M_{y}-y M_{x}+\lambda[1-M(x, y)]$.
It is subject to the boundary conditions $M(x, y)=1$ if $x / y=k_{1}$ or $k_{2}$.

Now, based on Eq. (34) and the boundary conditions, we will look for a solution of the form $M(x, y)=N(r)$, where $r:=x / y$ is called a similarity variable. We find that Eq. (8) is transformed into the ODE

$$
\begin{equation*}
\frac{1}{2} r^{2} N^{\prime \prime}+(r-k r-1) N^{\prime}-(\alpha+\lambda) N+\lambda=0 \tag{35}
\end{equation*}
$$

The boundary conditions become $N\left(k_{1}\right)=N\left(k_{2}\right)=$ 1.

The general solution of Eq. (35) is

$$
\begin{align*}
& N(r)=r^{k-\frac{\zeta+1}{2}} e^{-2 / r}\left\{c_{1} M\left(\frac{1+\zeta}{2}+k, 1+\zeta, \frac{2}{r}\right)\right. \\
& \left.+c_{2} U\left(\frac{1+\zeta}{2}+k, 1+\zeta, \frac{2}{r}\right)\right\}+\frac{\lambda}{\alpha+\lambda}, \tag{36}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta:=\sqrt{4\left(k^{2}-k\right)+8(\alpha+\lambda)+1} \tag{37}
\end{equation*}
$$

$M(\cdot, \cdot, \cdot)$ and $U(\cdot, \cdot, \cdot)$ are Kummer functions, and the constants $c_{1}$ and $c_{2}$ are determined from the boundary conditions $N\left(k_{1}\right)=N\left(k_{2}\right)=1$. In the special case when $k=1$, the solution can be expressed in terms of the Bessel functions $I_{\nu}(\cdot)$ and $K_{\nu}(\cdot)$ as follows:

$$
\begin{align*}
& N(r)=\left\{c_{1}[(\gamma+1) r+2] I_{\frac{\gamma}{2}}(1 / r)+2 I_{\frac{\gamma}{2}+1}(1 / r)\right. \\
& \left.+c_{2}[(\gamma+1) r+2] K_{\frac{\gamma}{2}}(1 / r)-2 K_{\frac{\gamma}{2}+1}(1 / r)\right\} \\
& \times \frac{e^{-1 / r}}{\sqrt{r}}+\frac{\lambda}{\alpha+\lambda}, \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma:=\sqrt{8(\alpha+\lambda)+1} . \tag{39}
\end{equation*}
$$

Next, we assume that the function $m_{2}(x, y):=$ $E\left[T_{2}(x, y)\right]$ can be written as $N_{1}(r)$. Proceeding as above, we find that the function $N_{1}(r)$ satisfies the ODE
$-1=\frac{1}{2} r^{2} N_{1}^{\prime \prime}(r)+(r-k r-1) N_{1}^{\prime}(r)-(\alpha+\lambda) N_{1}(r)$,
subject to $N_{1}\left(k_{1}\right)=N_{1}\left(k_{2}\right)=0$. The general solution of Eq. (40) is

$$
\begin{align*}
N_{1}(r)= & \left\{c_{1} M\left(\frac{1+\zeta_{0}}{2}+k, 1+\zeta_{0}, \frac{2}{r}\right)\right. \\
& \left.+c_{2} U\left(\frac{1+\zeta_{0}}{2}+k, 1+\zeta_{0}, \frac{2}{r}\right)\right\} \\
& \times r^{k-\frac{\zeta_{0}+1}{2}} e^{-2 / r}+\frac{1}{\lambda}, \tag{41}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{0}:=\sqrt{4\left(k^{2}-k\right)+8 \lambda+1} . \tag{42}
\end{equation*}
$$

This solution can also be expressed in terms of Bessel functions when $k=1$.

Finally, we define

$$
\begin{equation*}
p_{2}(x, y)=P\left[X\left(T_{2}\right) / Y\left(T_{2}\right)=k_{1}\right] . \tag{43}
\end{equation*}
$$

We assume that $p_{2}(x, y)=N_{2}(r)$. To obtain the function $N_{2}(r)$, we must find the solution of the ODE
$0=\frac{1}{2} r^{2} N_{2}^{\prime \prime}(r)+(r-k r-1) N_{2}^{\prime}(r)-\lambda N_{2}(r)+\lambda p_{1}$
that is such that $N_{2}\left(k_{1}\right)=1$ and $N_{2}\left(k_{2}\right)=0$. We find that the general solution of the above equation is

$$
\begin{align*}
N_{2}(r)= & \left\{c_{1} M\left(\frac{1+\zeta_{0}}{2}+k, 1+\zeta_{0}, \frac{2}{r}\right)\right. \\
& \left.+c_{2} U\left(\frac{1+\zeta_{0}}{2}+k, 1+\zeta_{0}, \frac{2}{r}\right)\right\} \\
& \times r^{k-\frac{\zeta_{0}+1}{2}} e^{-2 / r}+p_{1} . \tag{45}
\end{align*}
$$

As in the previous cases, the function $N_{2}(r)$ can be expressed in terms of Bessel functions when $k=1$.

## 4 Conclusion

First-exit problems for diffusion processes have applications in many areas. To solve such problems, one usually needs to find the solution of a differential equation that satisfies certain boundary conditions. In two or more dimensions, the equation to be solved is a PDE. Therefore, the problem is difficult.

In this paper, we have added the constraint that the two-dimensional process leaves the continuation region at the latest at a random time that follows an exponential distribution, which further increases the difficulty of the problems considered.

In Section 2, we treated the case where the diffusion process $\{Y(t), t \geq 0\}$ is a standard Brownian motion and the continuation region $C$ is a rectangle located in the first quadrant. We have succeeded in obtaining the Laplace transform of the three functions of interest.

In Section 3, $\{Y(t), t \geq 0\}$ was a geometric Brownian motion and the set $C$ was the region between two straight lines that intersect at the origin. In this case, we obtained, using the method of similarity solutions, the exact expressions for the functions of interest.

As a continuation of this work, we could try to solve this type of problem when the jumps are continuous rather than discrete random variables. We could also try to solve stochastic optimal control problems defined in terms of the processes studied.
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