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#### Abstract

In this paper the numerical stability of the matrix-vector product, performed via FFT, is analyzed for the case of the Toeplitz-like matrices. The error appears to depend on the magnitude of the generators of the matrix. The numerical experimentation confirms the theoretical result.
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## 1 Introduction

Let us consider a Fredholm integral equation of the first kind

$$
\begin{equation*}
g(s)=\int K(s, t) x(t) d t \tag{1}
\end{equation*}
$$

where the square integrable kernel $K(s, t)$ and the right-hand side $g(s)$ are given functions and $x(t)$ is the unknown solution to be reconstructed. In many applications $g(s)$ consists of measured quantities. Problems modeled by equation (1) are frequent both in the one-dimensional context (for example in signal processing and in the computation of inverse transformations) and in the two-dimensional context (for example in the image deconvolution problem where $K(s, t)$ represents an imaging system, $x(t)$ and $g(s)$ represent a real object and its image, respectively).

By discretizing (1), a linear system

$$
\begin{equation*}
A \boldsymbol{x}=\boldsymbol{g} \tag{2}
\end{equation*}
$$

is obtained, whose main features are the large dimension of $A$ and the distribution of its singular values which often decay gradually to zero. Hence solving (2) is an ill-posed problem. When some structure can be considered for $A$, system (2) results to be solvable in practice also for large dimensions. In many applications $K(s, t)$ can be assumed to be invariant with respect to translations and with a bounded support, so that matrix $A$ results to have Toeplitz structure and a limited bandwidth. Toeplitz systems arise frequently in linear algebra problems. Unfortunately, when a simple operation like multiplication or inversion or low rank modification is applied to a Toeplitz matrix, the Toeplitz structure is lost. For example, an important quantity as the Schur complement of a leading principal submatrix of a Toeplitz matrix has no longer a Toeplitz structure. For this reason we consider here a more general structure, the class of Toeplitz-like matrices, which is closed for the most
common operations applied in the numerical algorithms. The Toeplitz-like structure is based on the concept of displacement rank [1, 2, 3, 4] and has been studied by many authors with applications in several fields (see for example [5] for an extensive bibliography). In the last decade several papers dealt with fast and superfast solver (see for example [6, 7, 8], application to the solution of fractional partial differential equations [9, 10, 11] and to the queueing problem [12]. Moreover a great interest was addressed to the study of Toeplitz-like operators in infinite dimensional spaces ([13, 14, 15])

The special low cost algorithms based on the fast Fourier transform (FFT), which have been devised to perform the matrix-vector products with Toeplitz matrices, can be applied also to Toeplitz-like matrices.

FFT was first discussed by Cooley and Tukey in 1965 [16], although Gauss had already described the critical factorization step as early as 1805. It is one of the most important numerical algorithms and has a wide range of applications. Its ubiquitous fortune is principally due to a low computational cost: computing the discrete Fourier transform of a sequence of length $n$ according to the definition, takes $O\left(n^{2}\right)$ arithmetical operations, while using FFT it takes only $O(n \log n)$ operations.

When finite-precision floating-point arithmetic is used, FFT algorithms give results affected by error, but this error is typically quite small, in fact most FFT algorithms enjoy excellent numerical stability (see [17, [18]). We are interested in investigating the stability of the matrix-vector product based on FFT for the case of Toeplitz-like matrices. The paper is so organized: in Section 2 |two simple programs describe the use of FFT in the computation of the matrix-vector product for triangular Toeplitz matrices, in Section 3a brief description of Toeplitz-like matrices is given and the function which computes the matrix-vector product for Toeplitz-like matrices is sketched. The analysis of the stability occupies Section 4 giving an upper bound of the error which depends on the magnitude of
the generators of the Toeplitz-like matrix, and finally in Section 5 the results of the numerical experiments are shown, confirming the theoretical findings.
Notation: uppercase letters are used for matrix names, bold lowercase letters are used for vector names, upper index $T$ indicates the transpose of a matrix or of a vector, upper index $*$ indicates the conjugate transpose of a matrix. The special vectors $\mathbf{0}$ and $e_{i}$ indicate the null vector and the $i$-th canonical vector of suitable length. Bold letter $i$ denotes the imaginary unit. The magnitude of a vector $r$ is measured by a norm. Specifically $\|\boldsymbol{r}\|_{1}=\sum_{i}\left|r_{i}\right|$, $\|\boldsymbol{r}\|_{2}=\sum_{i}\left|r_{i}\right|^{2}$ and $\|\boldsymbol{r}\|_{\infty}=\max _{i}\left|r_{i}\right|$. Finally, the symbol $\odot$ denotes the componentwise multiplication between two vectors of equal length.

## 2 Circulant and Toeplitz matrices

Circulant matrices and Toeplitz matrices (see [19], [20], [21]) arise frequently in the numerical treatment of problems of scientific areas such as physics, signal and image processing, probability, statistics and many others. Let us outline some of their properties.

A circulant matrix $M$ of order $k$ is a square $k \times k$ matrix in which the first row $\left[m_{1,1}, m_{1,2}, \ldots, m_{1, k}\right]^{T}$ is given and each subsequent row is rotated one element to the right relative to the preceding row. Formally, the $(i, j)$-th element of the $i$-th row with $i=$ $2, \ldots, k$ is $m_{i, j}=m_{i-1, j-1}$ for $j=2, \ldots, k$ and $m_{i, 1}=m_{i-1, k}$.

The most important feature of circulant matrices is that they are diagonalized by a discrete Fourier transform, as shown in the following lemma.

Lemma 1 A circulant matrix $M$ of size $k$ is diagonalized by the Fourier matrix $\mathcal{F}_{k}$, whose elements are

$$
\begin{aligned}
& f_{i, j}=\frac{1}{\sqrt{k}} \omega^{(i-1)(j-1)}, \quad i, j=1, \ldots, k, \\
& \text { with } \omega=\exp (2 \pi \boldsymbol{i} / k) .
\end{aligned}
$$

Denote by $m$ the transpose of the first row of $M$, and by $\operatorname{diag}\left(\mathcal{F}_{k} \boldsymbol{m}\right)$ the diagonal matrix whose $i$-th principal element is the $i$-th element of the vector $\mathcal{F}_{k} \boldsymbol{m}$. Then

$$
M=\sqrt{k} \mathcal{F}_{k} \operatorname{diag}\left(\mathcal{F}_{k} \boldsymbol{m}\right) \mathcal{F}_{k}^{*},
$$

and for any vector $\boldsymbol{v}$ it holds

$$
\begin{equation*}
M \boldsymbol{v}=\sqrt{k} \mathcal{F}_{k}\left(\mathcal{F}_{k} \boldsymbol{m} \odot \mathcal{F}_{k}^{*} \boldsymbol{v}\right) \tag{3}
\end{equation*}
$$

For a proof of this Lemma, see [19].
The products by $\mathcal{F}_{k}$ and $\mathcal{F}_{k}^{*}$ can be efficiently computed by calling FFT with computational cost of order $O(k \log k)$ for $k \rightarrow \infty$.

A Toeplitz matrix $T$ is a $k \times k$ matrix in which each descending diagonal from left to right is constant. Two $k$ vectors $r$ and $s$, with $r_{1}=s_{1}$, are
given; $\boldsymbol{r}^{T}$ is assumed as first row of $T$ and $s$ is assumed as first column of $T$. The $(i, j)$-th element of $T$ is $t_{i, j}=t_{1+j-i}$ for $j \geq i$ and $t_{i, j}=t_{1+i-j}$ for $i<j$. Circulant matrices are special cases of Toeplitz matrices with $s=\left[r_{1}, r_{k}, \ldots, r_{2}\right]^{T}$.

Since the case of triangular Toepliz matrices is of particular interest, we use the following notation. For a given vector $s, L(s)$ denotes the lower triangular Toeplitz matrix whose first column is $s$ and $U(\boldsymbol{r})$ denotes the upper triangular Toeplitz matrix whose first row is $\boldsymbol{r}^{T}$, as shown in Figure 1. The matrix-vector
$L(s)=\left[\begin{array}{cccc}s_{1} & & & \\ s_{2} & s_{1} & & \\ \vdots & \vdots & \ddots & \\ s_{k} & s_{k-1} & \cdots & s_{1}\end{array}\right], U(\boldsymbol{r})=\left[\begin{array}{cccc}r_{1} & r_{2} & \cdots & r_{k} \\ r_{1} & \cdots & r_{k-1} \\ & \ddots & \vdots \\ & & r_{1}\end{array}\right]$
Figure 1: Lower and upper triangular Toeplitz matrices of size $k$
product of a Toeplitz triangular matrix can be computed by exploiting the properties of circulant matrices. To see how relation (3) is exploited, consider first the case of a lower triangular Toeplitz matrix of size $n$. Let $L=L(s)$, with $\boldsymbol{s}=\left[s_{1}, s_{2}, \ldots, s_{n}\right]^{T}$. Given a vector $\boldsymbol{v}$, let $\boldsymbol{y}=L \boldsymbol{v}$ be the vector to be computed. The vector $\boldsymbol{v}$ is embedded in a $2 n$-vector $\widehat{\boldsymbol{v}}$ and the matrix $L$ is embedded in a $2 n \times 2 n$ circulant matrix $M$, whose first row is the $2 n$-vector $\left[s_{1}, \mathbf{0}^{T}, s_{n}, \ldots, s_{2}\right]$, with

$$
\widehat{\boldsymbol{v}}=\left[\begin{array}{l}
\boldsymbol{v} \\
\mathbf{0}
\end{array}\right], \quad M=\left[\begin{array}{cc}
L & \widehat{L} \\
\widehat{L} & L
\end{array}\right],
$$

where $\widehat{L}$ turns out to be an upper triangular Toeplitz matrix. Since

$$
\boldsymbol{w}=M \widehat{\boldsymbol{v}}=\left[\begin{array}{l}
L \boldsymbol{v} \\
\widehat{L} \boldsymbol{v}
\end{array}\right]
$$

the vector $y$ is found in the first half of the vector $\boldsymbol{w}$. Then, using (3) the product $y$ can be computed by the function lowert given in Algorithm 1.

Algorithm 1: product of a lower triangular Toeplitz matrix $L(s)$ by a vector $\boldsymbol{v}$

$$
\begin{aligned}
& \text { function lowert }(n, \boldsymbol{s}, \boldsymbol{v}) \\
& \boldsymbol{m}=\left[s_{1}, \mathbf{0}^{T}, s_{n}, \ldots, s_{2}\right]^{T} ; \quad \widehat{\boldsymbol{v}}=\left[\begin{array}{l}
\boldsymbol{v} \\
\mathbf{0}
\end{array}\right] ; \\
& \boldsymbol{z}=\mathcal{F}_{2 n} \boldsymbol{m} ; \quad \boldsymbol{p}=\mathcal{F}_{2 n}^{*} \widehat{\boldsymbol{v}} ; \\
& \boldsymbol{q}=\boldsymbol{z} \odot \boldsymbol{p} ; \quad \boldsymbol{w}=\sqrt{2 n} \mathcal{F}_{2 n} \boldsymbol{q} ; \\
& \text { return } \boldsymbol{w}(1: n) ;
\end{aligned}
$$

A similar procedure applies to the upper triangular Toeplitz matrix $U=U(\boldsymbol{r})$ whose first row is $\boldsymbol{r}^{T}=\left[r_{1}, r_{2}, \ldots, r_{n}\right]$. Given a vector $\boldsymbol{v}$, let $\boldsymbol{y}=U \boldsymbol{v}$ be the vector to be computed. Proceeding with the
embedding as before, we see that the circulant matrix $M$ has first row $\left[r_{1}, \ldots, r_{n}, \boldsymbol{0}^{T}\right]$. So $\boldsymbol{y}$ can be computed by the function uppert given in Algorithm 2.

Algorithm 2: product of an upper triangular
Toeplitz matrix $U(\boldsymbol{r})$ by a vector $\boldsymbol{v}$

$$
\begin{aligned}
& \text { function uppert }(n, \boldsymbol{r}, \boldsymbol{v}) \\
& \boldsymbol{m}=\left[\begin{array}{c}
\boldsymbol{r} \\
\mathbf{0}
\end{array}\right] ; \quad \widehat{\boldsymbol{v}}=\left[\begin{array}{c}
\boldsymbol{v} \\
\mathbf{0}
\end{array}\right] ; \\
& \boldsymbol{z}=\mathcal{F}_{2 n} \boldsymbol{m} ; \quad \boldsymbol{p}=\mathcal{F}_{22 \boldsymbol{v}}^{*} \boldsymbol{\widehat { c }} ; \\
& \boldsymbol{q}=\boldsymbol{z} \odot \boldsymbol{p} ; \quad \boldsymbol{w}=\sqrt{2 n} \mathcal{F}_{2 n} \boldsymbol{q} ; \\
& \text { return } \boldsymbol{w}(1: n)
\end{aligned}
$$

Since the Toeplitz structure is not maintained when simple operations like multiplication or inversion are applied, some generalizations have been proposed to deal with this aspect. Among them, we consider here a Toeplitz-like structure.

## 3 Toeplitz-like matrices

The definition of Toeplitz-like structure is based on the concept of displacement rank [1, 2, 3, 4], which depends on a particularly chosen displacement operator and measures how close a matrix is to a Toeplitz matrix. Given an $n \times n$ matrix $A$, we consider here the displacement operator

$$
\begin{equation*}
\nabla(A)=A-Z A Z^{T}, \tag{4}
\end{equation*}
$$

where $Z$ is the $n \times n$ down-shift matrix, i.e. the binary matrix with ones only on the subdiagonal and zeros elsewhere.

The matrix $A$ is said to be Toeplitz-like if the quantity $r_{\text {disp }}(A)=\operatorname{rank} \nabla(A)($ called displacement rank $)$ is small with respect to $n$ (more formally $r_{\text {disp }}(A)=$ $O(1)$ for $n \rightarrow \infty)$. Let $\rho=r_{\text {disp }}(A)$, then

$$
\begin{equation*}
\nabla(A)=C D^{T}, \tag{5}
\end{equation*}
$$

for suitable $n \times \rho$ matrices $C$ and $D$, called generators of $A$. Denoting by $\boldsymbol{c}_{i}$ and $\boldsymbol{d}_{i}, i=1, \ldots, \rho$, the columns of $C$ and $D$ respectively, then

$$
\begin{equation*}
\nabla(A)=\sum_{i=1}^{\rho} c_{i} \boldsymbol{d}_{i}^{T} . \tag{6}
\end{equation*}
$$

In this sense, we can say that $A$ is represented through the generators $\boldsymbol{c}_{i}, \boldsymbol{d}_{i}$. In particular, a Toeplitz matrix $A$ of elements $a_{i, j}$ with $a_{1,1} \neq 0$, is so represented

$$
\begin{aligned}
& \nabla(A)=\boldsymbol{c}_{1} \boldsymbol{e}_{1}^{T}+\boldsymbol{e}_{1} \boldsymbol{d}_{2}^{T}, \\
& \text { with } \quad \boldsymbol{c}_{1}=A \boldsymbol{e}_{1}, \quad \boldsymbol{d}_{2}=A^{T} \boldsymbol{e}_{1}-a_{11} \boldsymbol{e}_{1},
\end{aligned}
$$

i. e. $c_{1}$ is the first column of $A$ and $\boldsymbol{d}_{2}^{T}$ is the first row of $A$ with the first component set to zero. This shows that the displacement rank of a Toeplitz matrix is $\rho=2$, except in the case of a triangular matrix where $\rho=1$.

The set of Toeplitz-like matrices, unlike the set of Toeplitz matrices, is closed for the most common operations applied in the numerical algorithms. This does not mean that the displacement rank is maintained during the computation. For example, the matrix obtained by multiplying two matrices having $r_{\text {disp }}=\rho$ has the same $r_{\text {disp }}$, while the displacement rank of the inverse of a matrix which has $r_{\text {disp }}=\rho$ may rise up to $\rho+2$. The leading principal submatrix of a matrix which has $r_{\text {disp }}=\rho$ and its Schur complement have still $r_{\text {disp }}=\rho$ (see [2, (7]).

The generators enable us to express a Toeplitz-like matrix as the sum of products of lower and upper triangular Toeplitz factors. In fact, from (4) we have

$$
\begin{aligned}
& A=\nabla(A)+Z A Z^{T}=\nabla(A)+Z \nabla(A) Z^{T} \\
& +Z^{2} A\left(Z^{2}\right)^{T}=\ldots=\sum_{s=0}^{n-1} Z^{s} \nabla(A)\left(Z^{s}\right)^{T} .
\end{aligned}
$$

Since $\sum_{s=0}^{n-1}\left(Z^{s} \boldsymbol{c}_{i}\right)\left(Z^{s} \boldsymbol{d}_{i}\right)^{T}=L\left(\boldsymbol{c}_{i}\right) U\left(\boldsymbol{d}_{i}\right)$, from $\quad 60$ it follows that

$$
A=\sum_{i=1}^{\rho} L\left(\boldsymbol{c}_{i}\right) U\left(\boldsymbol{d}_{i}\right)
$$

and, given an $n$-vector $\boldsymbol{v}$, we have

$$
\begin{equation*}
A \boldsymbol{v}=\sum_{i=1}^{\rho} L\left(\boldsymbol{c}_{i}\right) U\left(\boldsymbol{d}_{i}\right) \boldsymbol{v} \tag{7}
\end{equation*}
$$

Using (7) we can compute $A v$ by calling alternatively the matrix-vector products of upper and lower triangular Toeplitz matrices, as outlined in Algorithm 3. A saving of the cost can be achieved by skipping the last FFT call of lowert and exploiting the linearity of $\mathcal{F}_{2 n}$ in the final sum.

If the matrix $A$ is known to be Toeplitz-like, but it is only given explicitly, any factorization of $\nabla(A)$ can be employed to detect $\rho$ and to construct the generators. For example, we can compute the Gaussian factorization $\nabla(A)=\mathcal{L} \mathcal{U}$, where $\mathcal{L}$ and $\mathcal{U}$ are lower and upper triangular matrices, employing a diagonal pivoting strategy and stopping at the first null pivot.

It follows that while $\rho=\operatorname{rank} \nabla(A)$ is uniquely determined, the decomposition (5) of $\nabla(A)$, and consequently the representation of $\bar{A}$ through the generators, is not unique. An important representation is the

Algorithm 3: product of a Toeplitz-like matrix by a vector

```
function \(\operatorname{prod}(n, \rho, C, D, \boldsymbol{v})\);
for \(i=1\) to \(\rho\);
    \(\boldsymbol{h}_{i}=\operatorname{uppert}\left(n, \boldsymbol{d}_{i}, \boldsymbol{v}\right)\);
    \(\boldsymbol{g}_{i}=\operatorname{lowert}\left(n, \boldsymbol{c}_{i}, \boldsymbol{h}_{i}\right) ;\)
end for;
return \(\sum_{i=1}^{\rho} \boldsymbol{g}_{i}\);
```

orthogonal one [22], obtained by computing the SVD decomposition $\nabla(A)=U \Sigma V^{T}$, where $\rho$ is the number of strictly positive singular values $\sigma_{i}$ in $\Sigma$ and the matrices $U$ and $V$ have orthogonal columns.

Denoting by $\widehat{\Sigma}$ the $n \times \rho$ matrix having the $i$-th principal element equal to $\sqrt{\sigma}_{i}$ for $i=1, \ldots, \rho$, and zero elsewere, the $n \times \rho$ matrices

$$
\begin{equation*}
C_{\mathrm{ort}}=U \widehat{\Sigma}, \quad D_{\mathrm{ort}}=V \widehat{\Sigma} \tag{8}
\end{equation*}
$$

have orthogonal columns and can be assumed as the generators $C$ and $D$ in (5).

The following relations hold between the magnitudes of $A$ and $\nabla(A)$

$$
\begin{equation*}
\|\nabla(A)\|_{2} \leq 2\|A\|_{2}, \text { and }\|A\|_{2} \leq n\|\nabla(A)\|_{2} \tag{9}
\end{equation*}
$$

To measure the magnitude of $A$ when it is represented through the generators, we consider the function

$$
\begin{equation*}
\psi(C, D)=\sum_{i=1}^{\rho}\left\|\boldsymbol{c}_{i} \boldsymbol{d}_{i}^{T}\right\|_{2}=\sum_{i=1}^{\rho}\left\|\boldsymbol{c}_{i}\right\|_{2}\left\|\boldsymbol{d}_{i}\right\|_{2} \tag{10}
\end{equation*}
$$

which obviously verifies $\|\nabla(A)\|_{2} \leq \psi(C, D)$.
It is known that the stability of a method solving a linear system depends on the growth of the matrix factors computed by the method. If the computations are performed on Toeplitz-like matrices represented through the generators, we expect the stability to depend on how large the generators become [23]. In the general case, no upper bound of $\psi(C, D)$ in terms of $\|A\|_{2}$ can be given. However, if the decomposition (5) is orthogonal, then from (8)

$$
\|\nabla(A)\|_{2}=\sigma_{1}, \boldsymbol{c}_{i}=\sqrt{\sigma_{i}} \boldsymbol{u}_{i}, \boldsymbol{d}_{i}=\sqrt{\sigma_{i}} \boldsymbol{v}_{i}
$$

where $\boldsymbol{u}_{i}$ is the $i$-th column of $U$ and $\boldsymbol{v}_{i}$ is the $i$-th column of $V$. Then

$$
\left\|\boldsymbol{c}_{i} \boldsymbol{d}_{i}^{T}\right\|_{2}=\sigma_{i}\left\|\boldsymbol{u}_{i}\right\|_{2}\left\|\boldsymbol{v}_{i}\right\|_{2}=\sigma_{i}
$$

hence from (9)

$$
\begin{equation*}
\psi(C, D)=\sum_{i=1}^{\rho} \sigma_{i} \leq \rho\|\nabla(A)\|_{2} \leq 2 \rho\|A\|_{2} \tag{11}
\end{equation*}
$$

## 4 Stability of the function prod

For the stability analysis we assume that the computations are carried out in a floating point arithmetic with unit roundoff $\epsilon$. The computed value of a variable (scalar, vector or matrix) $v$ will be denoted by $\widetilde{v}$ or by " $f l(v)$ ". We assume also that the quantities which appear in the bounds are not so large to invalidate a first order error analysis. For simplicity the term " $+O\left(\epsilon^{2}\right)$ ", which appears in the thesis of the theorems, is omitted in the proofs. Consequently, any expression of the form $x \widetilde{y}$, where $x=O(\epsilon)$ and $\widetilde{y}-y=O(\epsilon)$, is replaced by $x y$.

The following bounds are used [18]:

- For any vector $s$ it is $\|L(s)\|_{1}=\|L(s)\|_{\infty}=$ $\|s\|_{1}$, then

$$
\begin{gather*}
\|L(\boldsymbol{s})\|_{2} \leq \sqrt{\|L(\boldsymbol{s})\|_{1}\|L(\boldsymbol{s})\|_{\infty}} \\
=\|\boldsymbol{s}\|_{1} \leq \sqrt{n}\|\boldsymbol{s}\|_{2} \tag{12}
\end{gather*}
$$

and analogously $\|U(\boldsymbol{r})\|_{2} \leq \sqrt{n}\|\boldsymbol{r}\|_{2}$ for any vector $r$.

- Given a vector $\boldsymbol{x}$, a vector $\boldsymbol{\epsilon}$ whose components are bounded in modulus by $\epsilon$ exists such that

$$
\begin{equation*}
\boldsymbol{x}=\widetilde{\boldsymbol{x}}-\widetilde{\boldsymbol{x}} \odot \boldsymbol{\epsilon}+O\left(\epsilon^{2}\right) \tag{13}
\end{equation*}
$$

- Given two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$, with $\widetilde{\boldsymbol{x}}=\boldsymbol{x}+\boldsymbol{\delta}_{x}$ and $\widetilde{\boldsymbol{y}}=\boldsymbol{y}+\boldsymbol{\delta}_{y}$, then

$$
\begin{equation*}
f l(\widetilde{\boldsymbol{x}} \odot \widetilde{\boldsymbol{y}})=\boldsymbol{x} \odot \boldsymbol{y}+\boldsymbol{\theta}+O\left(\epsilon^{2}\right) \tag{14}
\end{equation*}
$$

where

$$
\boldsymbol{\theta}=\boldsymbol{x} \odot \boldsymbol{\delta}_{y}+\boldsymbol{\delta}_{x} \odot \boldsymbol{y}+\boldsymbol{\epsilon} \odot \boldsymbol{x} \odot \boldsymbol{y}
$$

and $\epsilon$ is a vector whose components are bounded in modulus by $\epsilon$.

- Given $\rho$ scalars $\alpha_{i}$ and $\rho$ vectors $\boldsymbol{x}_{i}, i=1, \ldots, \rho$, then $\rho$ vectors $\chi_{i}, i=1, \ldots, \rho$, with entries bounded in modulus by $\rho \epsilon$, exist such that

$$
\begin{align*}
& f l\left(\sum_{i=1}^{\rho} \alpha_{i} \boldsymbol{x}_{i}\right) \\
& =\sum_{i=1}^{\rho} \alpha_{i}\left(\boldsymbol{x}_{i}+\boldsymbol{x}_{i} \odot \boldsymbol{\chi}_{i}\right)+O\left(\epsilon^{2}\right) . \tag{15}
\end{align*}
$$

The following stability result applies to FFT [17]:

- Given a $2 n$-vector $\boldsymbol{x}$, let $\boldsymbol{y}=\mathcal{F}_{2 n} \boldsymbol{x}$ and $\widetilde{\boldsymbol{y}}=$ $f l\left(\mathcal{F}_{2 n} \boldsymbol{x}\right)$, then a $2 n \times 2 n$ matrix $\Phi$ exists such that

$$
\begin{equation*}
\widetilde{\boldsymbol{y}}=\boldsymbol{y}+\Phi \boldsymbol{y}+O\left(\epsilon^{2}\right) \tag{16}
\end{equation*}
$$

with $\|\Phi\|_{2} \leq 10.7 \epsilon \log _{2}(2 n)$. An analogous bound holds for $\mathcal{F}_{2 n}^{*}$, with $\Phi$ replaced by a matrix $\Phi^{*}$, which satisfies the same bound.

Theorem 2 shows how the computed product of a triangular Toeplitz matrix by a vector can be regarded as the exact product of a slightly perturbed matrix by the vector.

Theorem 2 Given two n-vectors $\boldsymbol{r}$ and $\boldsymbol{v}$, let $U(\boldsymbol{r})$ be the $n \times n$ upper triangular Toeplitz matrix whose first row is $\boldsymbol{r}^{T}$,

$$
\boldsymbol{u}=U(\boldsymbol{r}) \boldsymbol{v} \quad \text { and } \quad \widetilde{\boldsymbol{u}}=f l(\operatorname{uppert}(n, \boldsymbol{r}, \boldsymbol{v}))
$$

Then a matrix $H(\boldsymbol{r})$ exists such that

$$
\widetilde{\boldsymbol{u}}=\boldsymbol{u}+H(\boldsymbol{r}) \boldsymbol{v}+O\left(\epsilon^{2}\right)
$$

where

$$
\begin{equation*}
\|H(\boldsymbol{r})\|_{2} \leq \epsilon \gamma^{\prime}\|\boldsymbol{r}\|_{2} \tag{17}
\end{equation*}
$$

with $\gamma^{\prime}=42.5 \sqrt{n} \log _{2}(2 n)$.
Proof. Applying algorithm uppert we get

$$
\begin{aligned}
& \widetilde{\boldsymbol{z}}=f l\left(\mathcal{F}_{2 n} \boldsymbol{m}\right), \widetilde{\boldsymbol{p}}=f l\left(\mathcal{F}_{2 n}^{*} \widehat{\boldsymbol{v}}\right), \\
& \widetilde{\boldsymbol{q}}=f l(\widetilde{\boldsymbol{z}} \odot \widetilde{\boldsymbol{p}}), \widetilde{\boldsymbol{w}}=f l\left(\sqrt{2 n} \mathcal{F}_{2 n} \widetilde{\boldsymbol{q}}\right) .
\end{aligned}
$$

Using (14) and (16) we have

$$
\begin{aligned}
& \widetilde{\boldsymbol{z}}=\boldsymbol{z}+\Phi \boldsymbol{z}, \quad \widetilde{\boldsymbol{p}}=\boldsymbol{p}+\Phi^{*} \boldsymbol{p} \\
& \widetilde{\boldsymbol{q}}=\boldsymbol{z} \odot \boldsymbol{p}+\boldsymbol{\theta}, \quad \widetilde{\boldsymbol{w}}=\sqrt{2 n} \mathcal{F}_{2 n} \widetilde{\boldsymbol{q}}+\Phi \boldsymbol{w}
\end{aligned}
$$

where

$$
\boldsymbol{\theta}=(\Phi \boldsymbol{z}) \odot \boldsymbol{p}+\boldsymbol{z} \odot\left(\Phi^{*} \boldsymbol{p}\right)+\boldsymbol{\epsilon} \odot \boldsymbol{z} \odot \boldsymbol{p}=\Lambda \boldsymbol{p}
$$

with

$$
\Lambda=\operatorname{diag}(\Phi \boldsymbol{z})+\operatorname{diag}(\boldsymbol{z}) \Phi^{*}+\operatorname{diag}(\boldsymbol{\epsilon} \odot \boldsymbol{z})
$$

Then

$$
\begin{aligned}
& \widetilde{\boldsymbol{w}}=\sqrt{2 n} \mathcal{F}_{2 n} \boldsymbol{q}+\sqrt{2 n} \mathcal{F}_{2 n} \boldsymbol{\theta}+\Phi \boldsymbol{w} \\
& =\boldsymbol{w}+\sqrt{2 n} \mathcal{F}_{2 n} \Lambda \boldsymbol{p}+\Phi \boldsymbol{w}
\end{aligned}
$$

The vector $\widetilde{\boldsymbol{u}}$ is found in the first half of $\widetilde{\boldsymbol{w}}$. Denoting by $E$ the first half of the identity matrix of order $2 n$, we have

$$
\widetilde{\boldsymbol{u}}=E^{T} \widetilde{\boldsymbol{w}}, \boldsymbol{p}=\mathcal{F}_{2 n}^{*} E \boldsymbol{v} \text { and } \widetilde{\boldsymbol{u}}=\boldsymbol{u}+H(\boldsymbol{r}) \boldsymbol{v}
$$

$$
\text { with } H(\boldsymbol{r})=\sqrt{2 n} E^{T} \mathcal{F}_{2 n} \Lambda \mathcal{F}_{2 n}^{*} E+E^{T} \Phi M
$$

where $M$ is the circulant matrix whose first row is $\left[\boldsymbol{r}^{T}, \mathbf{0}^{T}\right]$. Using (12) and (16) we get

$$
\begin{aligned}
& \|H(\boldsymbol{r})\|_{2} \leq \sqrt{2 n}\|\Lambda\|_{2}+\sqrt{n}\|\Phi\|_{2}\|\boldsymbol{r}\|_{2} \\
& \quad \leq\left(\sqrt{2 n}\left(\|\Phi\|_{2}+\left\|\Phi^{*}\right\|_{2}+\epsilon\right)+\sqrt{n}\|\Phi\|_{2}\right)\|\boldsymbol{r}\|_{2} \\
& \quad \leq 42.5 \epsilon \sqrt{n} \log _{2}(2 n)\|\boldsymbol{r}\|_{2} .
\end{aligned}
$$

An analogous result holds for the matrix-vector product of a lower triangular Toeplitz computed by applying algorithm lowert.

Theorem 3 shows how the matrix-vector product of a Toeplitz-like matrix, computed by the function prod of Section 3, can be regarded as the exact product of a slightly perturbed Toeplitz-like matrix by the vector.

Theorem 3 Given an $n \times n$ Toeplitz-like matrix $A$ with $\nabla(A)=C D^{T}$ and an $n$-vector $\boldsymbol{v}$, let

$$
\boldsymbol{u}=A \boldsymbol{v} \quad \text { and } \quad \widetilde{\boldsymbol{u}}=f l(\operatorname{prod}(n, \rho, C, D, \boldsymbol{v}))
$$

Then a matrix $\Theta$ exists such that
$\widetilde{\boldsymbol{u}}=\boldsymbol{u}+\Theta \boldsymbol{v}+O\left(\epsilon^{2}\right)$ with $\|\Theta\|_{2} \leq \epsilon \gamma^{\prime \prime} \psi(C, D)$, where $\gamma^{\prime \prime}=\mathrm{c} n \log _{2}(2 n)$, c not depending on $n$.

Proof. From (7) we have

$$
\boldsymbol{u}=\sum_{i=1}^{\rho} \boldsymbol{g}_{i}
$$

where for $i=1, \ldots, \rho$,

$$
\boldsymbol{g}_{i}=L\left(\boldsymbol{c}_{i}\right) \boldsymbol{h}_{i} \quad \text { and } \quad \boldsymbol{h}_{i}=U\left(\boldsymbol{d}_{i}\right) \boldsymbol{v}
$$

The following quantities are effectively computed

$$
\begin{aligned}
\widetilde{\boldsymbol{h}}_{i} & =f l\left(\text { uppert }\left(n, \boldsymbol{d}_{i}, \boldsymbol{v}\right)\right), \\
\widetilde{\boldsymbol{g}}_{i} & =f l\left(\operatorname{lowert}\left(n, \boldsymbol{c}_{i}, \widetilde{\boldsymbol{h}}_{i}\right),\right. \\
\widetilde{\boldsymbol{u}} & =f l\left(\sum_{i=1}^{\rho} \widetilde{\boldsymbol{g}}_{i}\right) .
\end{aligned}
$$

By Theorem 2 we have

$$
\widetilde{\boldsymbol{h}}_{i}=\boldsymbol{h}_{i}+H\left(\boldsymbol{d}_{i}\right) \boldsymbol{v}
$$

where $\left\|H\left(\boldsymbol{d}_{i}\right)\right\|_{2} \leq \epsilon \gamma^{\prime}\left\|\boldsymbol{d}_{i}\right\|_{2}$,

$$
\widetilde{\boldsymbol{g}}_{i}=L\left(\boldsymbol{c}_{i}\right) \widetilde{\boldsymbol{h}}_{i}+H\left(\boldsymbol{c}_{i}\right) \boldsymbol{h}_{i}
$$

where $\left\|H\left(\boldsymbol{c}_{i}\right)\right\|_{2} \leq \epsilon \gamma^{\prime}\left\|\boldsymbol{c}_{i}\right\|_{2}$, then

$$
\widetilde{\boldsymbol{g}}_{i}=\boldsymbol{g}_{i}+\boldsymbol{\delta}_{i} \boldsymbol{v}
$$

where $\boldsymbol{\delta}_{i}=L\left(\boldsymbol{c}_{i}\right) H\left(\boldsymbol{d}_{i}\right)+H\left(\boldsymbol{c}_{i}\right) U\left(\boldsymbol{d}_{i}\right)$. Using (12) and (17) we have

$$
\left\|L\left(\boldsymbol{c}_{i}\right)\right\|_{2} \leq \sqrt{n}\left\|\boldsymbol{c}_{i}\right\|_{2}
$$

and

$$
\begin{aligned}
& \left\|\boldsymbol{\delta}_{i}\right\|_{2} \leq\left\|L\left(\boldsymbol{c}_{i}\right)\right\|_{2}\left\|H\left(\boldsymbol{d}_{i}\right)\right\|_{2}+\left\|H\left(\boldsymbol{c}_{i}\right)\right\|_{2}\left\|U\left(\boldsymbol{d}_{i}\right)\right\|_{2} \\
& \quad \leq 2 \epsilon \sqrt{n} \gamma^{\prime}\left\|\boldsymbol{c}_{i}\right\|_{2}\left\|\boldsymbol{d}_{i}\right\|_{2} .
\end{aligned}
$$

Summing for $i=1, \ldots, \rho$ and applying (15) we get

$$
\begin{aligned}
& \widetilde{\boldsymbol{u}}=f l\left(\sum_{i=1}^{\rho} \widetilde{\boldsymbol{g}}_{i}\right) \\
& =\sum_{i=1}^{\rho} \boldsymbol{g}_{i}+\sum_{i=1}^{\rho}\left(\boldsymbol{\delta}_{i} \boldsymbol{v}+\boldsymbol{g}_{i} \odot \boldsymbol{\chi}_{i}\right)=\boldsymbol{u}+\Theta \boldsymbol{v}
\end{aligned}
$$

where the entries of $\chi_{i}$ are bounded in modulus by $\epsilon \rho$ and

$$
\Theta=\sum_{i=1}^{\rho}\left(\delta_{i}+\operatorname{diag}\left(\chi_{i}\right) L\left(\boldsymbol{c}_{i}\right) U\left(\boldsymbol{d}_{i}\right)\right)
$$

Then from (10)

$$
\begin{aligned}
& \|\Theta\|_{2} \leq \epsilon\left(2 \sqrt{n} \gamma^{\prime}+\rho n\right) \sum_{i=1}^{\rho}\left\|\boldsymbol{c}_{i}\right\|_{2}\left\|\boldsymbol{d}_{i}\right\|_{2} \\
& \quad \leq \epsilon \gamma^{\prime \prime} \psi(C, D), \text { where } \gamma^{\prime \prime}=2 \sqrt{n} \gamma^{\prime}+\rho n
\end{aligned}
$$

Taking into account the expression of $\gamma^{\prime}$ in (17), the thesis follows.

If the decomposition of $\nabla(A)$ is orthogonal, then from (11) it follows

$$
\begin{equation*}
\|\Theta\|_{2} \leq \epsilon \gamma^{\prime \prime} \rho\|\nabla(A)\|_{2} \leq 2 \epsilon \gamma^{\prime \prime} \rho\|A\|_{2} \tag{18}
\end{equation*}
$$

suggesting the stability of the algorithm prod.

## 5 Numerical experiments

The experiments, which have been conducted on an Intel Core Duo@3 GHz, 2GB RAM, using double precision arithmetic, have been carried out on Toeplitz-like matrices of growing size $n$ and different displacement rank $\rho$.

Two sets of numerical experiments are performed, in order to validate the upper bound given in Theorem 3 by investigating the behaviour of the error produced in the computation of $\operatorname{prod}(n, \rho, C, D, \boldsymbol{v})$.
(i) The matrices for the first set of experiments have been generated for different values of the displacement rank and growing values of $n$ in the range $\left[2^{3}, 2^{9}\right]$. For each size $n$ and fixed values of $\rho$, ten triples $\{C, D, \boldsymbol{v}\}$, with entries uniformly distributed in $[-10,10]$ and $\boldsymbol{v} \neq \mathbf{0}$, are randomly generated. In Figure 2 the arithmetic mean $\mu_{n}$ of the errors $\| \widetilde{\boldsymbol{u}}-$ $\boldsymbol{u}\left\|_{2} /\right\| \boldsymbol{v} \|_{2}$ is plotted versus $n$ for the case $\rho=5$ (no significant differences occurring for other values of $\rho$ ), together with the upper bound $\tau_{n}=\epsilon \gamma^{\prime \prime} \psi(C, D)$ of Theorem 3, with $\gamma^{\prime \prime}=85 n \log _{2}(2 n)+5 n$. As expected, $\mu_{n}$ is largely overestimated by $\tau_{n}$.
(ii) For the second set of experiments we fix $n=2^{9}$ and $\rho=5$ and generate matrices $C$ and $D$ as in the previous case, except for the fact that different pairs of generators corresponding to the same matrix $A$ are


Figure 2: Log plot of $\mu_{n}$ (dashed line) and $\tau_{n}$ (solid line) as functions of $n$.

| $\beta$ | $\psi\left(C_{\beta}, D_{\beta}\right)$ | $e_{\beta}$ |
| :---: | :--- | :--- |
| $10^{1}$ | 260 | $5.510^{-11}$ |
| $10^{2}$ | 391 | $6.510^{-11}$ |
| $10^{3}$ | $1.710^{3}$ | $6.110^{-10}$ |
| $10^{4}$ | $1.510^{4}$ | $6.710^{-8}$ |
| $10^{5}$ | $1.510^{5}$ | $7.410^{-6}$ |
| $10^{6}$ | $1.510^{6}$ | $5.610^{-5}$ |
| $10^{7}$ | $1.510^{7}$ | $9.110^{-2}$ |
| $10^{8}$ | $1.510^{8}$ | $5.410^{0}$ |
| ort | 247 | $1.210^{-10}$ |

Table 1: Values of $\psi\left(C_{\beta}, D_{\beta}\right)$ and of $e_{\beta}$ varying $\beta$. Last row shows the corresponding values for the orthogonal representation.
obtained by allowing the columns of $C$ and $D$ to depend on a parameter $\beta$. In this way, very different values of the function $\psi\left(C_{\beta}, D_{\beta}\right)$ occur, which increase with $\beta$. Table 1 shows that also the relative errors $e_{\beta}=\|\widetilde{\boldsymbol{u}}-\boldsymbol{u}\|_{2} /\|\boldsymbol{v}\|_{2}$ increase with $\beta$. However by using the orthogonal representation $C_{\text {ort }}, D_{\text {ort }}$ of $A$, the function $\psi\left(C_{\text {ort }}, D_{\text {ort }}\right)$ can be bounded by $\|A\|_{2}$ (in this example $\|A\|_{2}=355$ ) and consequently the relative error is reduced as suggested by (18) (see last row of Table 1).

## 6 Conclusions

The numerical stability of the matrix-vector product for Toeplitz-like matrices, performed via FFT, has been analyzed. The analysis has pointed out that the error greatly depends on the magnitude of the generators of the matrix. The numerical experimentation confirms this result, suggesting that the magnitude of the generators should be monitored, and the generators should be replaced by orthogonal ones when they become too large with respect to the magnitude of the associated matrix. For example, when $\psi(C, D)$ becomes larger than $2 \rho\|A\|_{2}$. The present study is part of a research which analyzes some superfast algorithms, like the one proposed in [7], for the solution of

Toeplitz-like systems from the stability point of view. From a theoretical error analysis, it turns out that instability and computational complexity balance, since in general larger errors tend to be produced by faster algorithms. For the near future we are planning to continue our study of this interesting field, by detecting the parameters which rule the stability behavior of iterative superfast algorithms and focusing on the conditioning properties connected with the magnitude of the generators of the matrices involved.
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