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Interval Estimation Under The Uniform Distribution U(a,b)
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Abstract: - In this short note, we consider interval estimation for the parameters under the uniform distribution
U(a,b). We study two approaches: (1) based on a Wald-type statistic, (2) based on a pivotal statistic. We show
that the first approach in its common form is not valid and we propose a modified version of the first approach. It
turns out it is equivalent to the confidence interval with the shortest length.
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1 Introduction. The first approach relies on the mean and variance.

The uniform distribution U (a,b) is a common dis- Recall thic‘ilfs and densi_ty fuﬁf{ions: B
tribution and has been studied extensively (see, for Fr,, () =17, fr,,(t) =nt", Fry, =1- S_Tim
example, Kuipers and Niederreiter (2012), Stephens St () = (1 = )" fr,,(t) = n(l — )",

(2017) and Claessen. et al. (2015), among others. fort € [0, 1]; and for ¢, s € (0, 1),

The maximum likelihood estimators (MLEs) of its pa- | B n—2
rameters have explicit expressions. How to construct f1, T (£, 8) = nfr(t)(Fr(s) FT'(t)) Ir(s)
a confidence interval (CI) under U(a, b) is a typical 1(n —2)1!

content in a basic statistics course. For example, in Based on W = 0T + a, it is easy to derive

the textbook by Casella and Bergera (2002), it is ex-

plained that if the data are from U (0, b) then the exact 02 = 0202 = o2 = 6°n
CI for b can be constructed using a pivotal statistic. If b T “ (n+1)2(n+2)
the random sample is from U (a, b) when both a and b 9 162
are parameters, then a, b and  are parameters, where and 02 = 0%c% . = (n—1) . (D)
6 = b — a. Under this assumption, we shall show that 0 MO (n42)(n + 1)
there does not exist an exact CI. We shall discuss how The proofs are also given in Appendix.
to construct approximate Cls.
3 The Main Results.
2 Theory. We shall consider constructing the CI for a, b or 6 un-

Let Wi, ..., W, be iid. from W ~ U(a,b), with der the assumption that W ~ U (a, b). For simplicity,

T . ] we only discuss the case of a 95% CI (or (1 —«)100%
tl}e gu{nulatlve distribution function (cdfg Fyy(-). Let CI’s, with o — 0.05). For general (1 — @)100% CI's,
(CL, b, 0) bAC the MLE of (a, b7 9), WhACI'C fL = W(l) = jUSt replace 0.05 by Q.
min; W;, b = W,y = max; W; and 6 = b — a. Recall 3.1. ClIs for b: First consider the pivotal method.

that P(b < t) = P(Wyy <t)=P(W; <t, Vi) = Since T' = % ~ U(0,1), T is a pivotal statis-
(Fw(t))" and P(W(qy > t) = P(W; > t, Vi) = tic. For t € [0,0.05], Frr,, (t) = ", letting (u,v) =
(Sw(t))", where Sy = 1 — Fyy. Thus the distribu- (Y™, (0.95 4 t)1/™) yields

tion of the MLE of (a, b, #) is well understood. It is 0.95 = P(u < Ty < v) = Plu < % <)

easy to verify that (a, b, é) is consistent.

=Pt < e <l

There are two possible approaches in construct- W _VZW)_“ —u W —a
ing CI’s for v € {a,b,0}: (1) base on the Wald-type =P(—2— +a<b< == +4a).
. . . .
statistic 1=, e.g., [§—1.966,,4+1.9655], (2) based If ais given, a 95% CI for b is
a pivotal statistic T’ = W=2, where T ~ U(0, 1). [W“;)*a +a, W(’;)*a + al, (2)

E-ISSN: 2224-2880 68 Volume 21, 2022



WSEAS TRANSACTIONS on MATHEMATICS
DOI: 10.37394/23206.2022.21.10

where (u,v) = (/™ (0.95 + t)/*).  There
are 3 typical cases: (u,v) = (0,0.95%/™), or
(0.025Y/7,0.975/™), or (0.051/™ 1), with lengthes:
Wy (3 —0.95%,0.025% —0.975%,0.05% —1)
~ Wiy (00,0.037,0.030) if n = 100.
Thus the best choice among these three 95% Cls for
bis (Winy, % +a) if a is known. Actually, it
is the shortest 95% CI, which is given by (u,v) =
(0.05/7,1), as the length of the CI in Eq. (2) is
(Wny — a)[(0.95 +t)~1/" —¢=1/"] and

((0 95 +¢)~/n —¢=1/ny
- = (0.95+t)*1*1:71t%*1 < 0fort € [0,0.05].
If @ is unknown, estimating a by W) yields an ap-
proximate 95% CI

as P(a < W) <a+6) =PI < 5)
=1-(1-%" - 1V4 € (0,6/2), and thus
P(Wiy < b < St + W) & 0.95 if nis
large. The length of the Clis (b — @)(20'/" — 1),

Wald-type statistic may lead to another possible
95% CI b & 1.966;, with its length ~ 46;. By Eq.
(1) and Eq. (3), if n is large then the ratio of these
two lengths is
(b—a)(0.05-1/"—1)

15,

(b—a)(0.05~1/—1)
40, /75 /(n+1)
~ 0.057 Y1
~ }T < 0.8,
thus b & 1.965; is not as good as the CI in Eq. (3).
Moreover, this approach is based on the belief that

P(M < t) =~ ®(t) V t, where ® is the cdf of

ow,
N(0,1). However, if ¢ > 0 then
0.95 > P(Xm=b < )

TW(n)
= P(W(n) % tO'W(nb) + b)
= (P(T < TR
= (P( —-+1)"
= ()" asT ~U(0,1).
It leads to a contradiction: 0.95 > 1. Thus b + 25;
is not a CI. But we can make use of the Wald-type
statistic as If/“c/)llov&és. Choose t < 0 such that
0.05 = P(Z2— <t)
Win)
= P(W(n) < tow,,, +b)
= (P(W < tow,,, +0b))"

ta'w( +b—a

= (P(T < et
¢ wiz
= ( L +1)n (=~ (%4—1)” =~ et).
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0.95 = P(Wm=b - )
Win)
= P(b < W(n) Jw(mt)
= P(W(n) <b< Wiy — UW(n)t)
~ P(W(n) <b< W(n) + UW(TL)IHQO).
Thus an approximate 95% CI for b is
(W(n), W(n) + &W(")IHQO), with
length ~ %IHZO = (b — a)In20%/™,
as 02 = % by Eq. (1). It is of interest to
compare its length to the length of the CI in (3):
(b—a)(0.057 /" —1)
= (b—a)(20/™ — 1)
(b— @)In20"/™, as
In201/"

(t = In0.05 = —In20)

Q

Inz

Inz — Inl

(Inz)'|,_, (= — 1)

=z — 1 (with z = 201/™).

Thus these two approximate CI’s have the same
length asymptotically.

Remark. In general, an approximate (1 — «)100%
Clfor b is

{[Wm)vW( n) ~
Wiy aire + W)
3.2. CI for a: Y)=¢

&l ||

ow,,,Ina] Wald-type method
pivotal method.

= T{y) is a pivatol statistic and
P(Tjy >t) = (1-t)"ift € [0,1]. Let (u,v) satisfy
0.95 = P(u < Y8=% <) (= (1—u)"—(1—v)")
0.95 = P(W(1)—ufl > a > W) —vf), then it leads
to an approximate 95% CI for a, e.g, let
((1—u)™, (1 —v)")
= (0.95,0), (0.975,0.025), (1,0.05), then (u,v) =
(1 — 0.95%,1) or (1 — 0.975%,1 — 0.025%), or
(0,1 —0.057).
Then their length
= 0(0.95%,0.975% — 0.025%,1 — 0.05%). It can be
shown that the shortest 95% CI for a is [a — v0, d]
if 6 is given, where v = 1 — 0.051/”; otherwise, an
approximate 95% Cl is [W() — A W)
Moreover, a 95% CI based on Wald-type statistic
-t s [ — t&4,a], where t ~ n(1 — 0.05Y/") and
05~ 0 /n. The reason is as follows.
0.95 = P(Vﬁ;viil‘)“ <t
= P(W(l) - tO’W(l) < CL)
= P(Wq) —tow,, < a < W)
= P(Wq) < tow,,, + a)
=1- P(W(l) > tO'Wu) + a)

taw(l) +a—a

tO’W
=1-— P(T(l) > (U)
1 (1 Ty
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t0\/ 75
=1- (1 B (n—H) ) =>
0.051/7n =1 —¢ (V "+§ =>

t=(1— 0.051/”)/V“12

~ n(1—0.05%/m).

W2~ /n,

Remark. Both approaches lead to approximately the
same CI, as expected.

3.3. CIfor 0: Let0.95 = 1— P(T(,,) <v) =1-v",
i.e. v =0.051/". Then

P(Tyy = Y=t 5 ) = p(Fm=a  g)
=M@= 5 g > h—a).

Hence, an approximate 95% CI for 6 is (é, 0 osl/n]
where 6 = W(ny — W), Or in general, 0, al/"]

On the other hand, in order to study Wald- -type
approach, we need to find the distribution of 6
(= W(n) — W(l)) Let f be the density of (T(n), T(l))-

de

G Y P(Ty) - Ty < 1)
=/ (0 <z -y <t)f(z,y)dvdy
:fof :cydyd:vﬂ—ftfxtfxy)dyda: (t €
[0 1)).

G'(t) = Jo f(t.y)dy—Jo f(t.y)dy+ ), f(w,a—t)da
= ft nin — Dt"2de =n(n— 1)t"2(1 —t) =>

G(t) = fin(n — De"2(1 — x)d
=nn-0[T= -5l =>

(n—1)", telo,1]. (4)

Let v be determined by 0.05 = P( A;ée <w
0.05 = P(0 < v) = P( —vo; < 0)
= P(W(n) — W(l) < UJ@ + 9)

= P(T(n) — Ty < 22540)
2(n_1)
v7"1+2 +6
=P(Tin) —Tay < —5—)

v. ] 20=D
= P(Tjy — Ty < Vi +1)

Moreover, oW,y =

G(t) =nt""" —

2]

=GYir)  (=0.05);

0.95 = P(0 —voy > 0)
:P(é—vaé>02é)
2(n—1)

=1- G(v%))

Thus [0, 6 — vG,] is an approximate 95% CI for 0,
[2(n—1)
n+2
)
— 1)t" by Eq. (4).

—~

where v is specified by G (v = 0.05 and

Gt)=nt""1—(n
4 Summary.

The confidence intervals for the parameters under
U(a,b) are not of the typical form of [¢) — w, 9 + u],
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but are of the form either 1), 1/A1+u], or)—u, 1&], where
Y € {a,b,0}.

Appendix
E(Thy) = i1
E(Tly) = 75
V(Tw) = trnpme
E(W(1)> = n—l&)-l +an3_1.
E(W(")) = bnil + n+1‘
VW) =V(Ww) = izt

Let Z = W( )y~ W(l),
then EZ)y=(b-a)(n—-1)/(n+1).
0% = 2>
(n+1)%(n+2)
2[E(WnW)) = EWwn) E(Wq))l.
fW(,-,),W(j) (.T, y) =

nl(Fw ()" fw (@) (Fw (y) = Fw ()’ "~ fw (y) (Sw (¥))" 7
G—D)MIG—i—D)(n—j)i ’

r<y,i <],
n! fw (2) (Fw (y)—Fw ()"~ 2 fwr
S W Wy (2, ) = 2Ll2)Eiw @)=Fin (o)™ 2 ()
=n(n— 1)(y—(9962”*2, w<z<y<b

2 _ 2
96 = oW —Wa,

_ 2n6? . 202 2(n—1)6?
— (n+1)2(n+2) (n+2)(n+1)? (nJrQ)(nJrl)z
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