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#### Abstract

There are some classes of methods to solve the initial-value problem for the ODEs of the second order. Recently among of them are developed the numerical methods, which are using in the application of computer technology. By taking into account the wide application of the numerical methods, here has investigated the numerical solution of the above-mentioned problem. For this aim here has constructed the multistep hybrid method with the special structure, which has been applied to solve the initial-value problem of the ODEs of the second order. Given some recommendation to choosing of the suitable methods for solving above named problem and also, have found some bounders imposed on the coefficients of the convergence methods. Constructed specific methods solve the initial-value problem for ODEs of the second order. The received theoretical results have been illustrated by using some concrete methods, which have applied to solve model problem for ODEs of the second order.
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## 1 Introduction.

Many scientific and engineering problems are reduced to solving the initial-value problem for ODEs of the second order. To find the numerical solution of this problem are used in basically one-step and multistep methods. Among of them more known are Runge-Kutta and Adams-Bashford or Adams Moulton methods. All methods have their advantages and disadvantages. Because some scientists decide to construct methods on the intersection of the Runge-Kutta and Adams methods, which have call as the hybrid methods (see for example [1]-[16]). The specialists have proved that the stable methods of hybrid type are more exact than the others. This theory has been demonstrated by using some of Runge-Kutta and Adams methods. Have proved that the hybrid methods are more exact and in some cases, they have extended stability region. Note that these methods also have some
disadvantages. For the demonstration of some properties of these methods, let us consider to the following problem:

$$
\begin{align*}
& y^{\prime \prime}=f\left(x, y, y^{\prime}\right), y\left(x_{0}\right)=y_{0}, y^{\prime}\left(x_{0}\right)=y_{0}^{\prime}, \\
& x_{0} \leq x \leq X \tag{1}
\end{align*}
$$

Suppose that this problem has the unique solution defined on the interval $\left[x_{0}, X\right]$. The aim of investigation dedicated in the construction of the stable numerical methods with the higher order of accuracy and application them to solve problem (1). Therefore the segment $\left[x_{0}, X\right]$ is divided to $N$ equal parts by using mesh points $x_{i+1}=x_{i}+h(i=0,1, \ldots, N)$, here $0<h$ is the step-size. And also suppose that the function $f(x, y, z)$ is continuous to totality of arguments, which has defined on the domain
$D=\left\{x_{0} \leq x \leq X, \max (|y|,|z|) \leq A\right\} \quad$ and has the continuous partial derivatives up to $p$, inclusively (here $p$ is the degree of the investigated method). It is evident that by using variable replacement substitution the problem (1) can be reduced to the system of initial-value problem for ODEs of the first order. To solving of this system one can be used the multistep methods. One of the popular methods for solving initial-value problem for ODEs of the first order is the multistep methods with constant coefficients, which can be written as the following:

$$
\sum_{i=0}^{k} \alpha_{i}^{\prime} y_{n+i}=h \sum_{i=0}^{k} \beta_{i}^{\prime} y_{n+i}^{\prime} \quad(i=0,1, \ldots, N-k) .
$$

(2)

This method can be applied to solving of initial-value problem for the ODEs of the first order by using the equalities $y_{m}^{\prime}=f\left(x_{m}, y_{m}\right) \quad(m=0,1,2, \ldots)$. Method (2) has fundamentally investigated by some authors (see for example [1]-[18]). By using the generalization of the method (2) one can be constructed multistep method in the following form (see for the example [7]-[13]):

$$
\begin{aligned}
& \sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} y_{n+i}^{\prime}+h^{2} \sum_{i=0}^{k} \gamma_{i} f_{n+i} \\
& \left(f_{m}=f\left(x_{m}, y_{m}, y_{m}^{\prime}\right), m \geq 0\right)
\end{aligned}
$$

It is clear that for the application of the method
(3) to solve the problem (1), the values of $y_{m}$ and $y_{m}^{\prime},(m=0,1, \ldots, N)$ must be known. To find these values one can use the method of (2). Thus receive that by using method (2) and (3) one can solved the problem (1). As is known for comparison of numerical methods are used in basically the conceptions of stability and the degree. By taking into account this, let us define the mentioned conceptions.

Definition1: The method (2) is called as the stable, if the roots of the polynomial $\hat{\rho}(\lambda)=\alpha_{k}^{\prime} \lambda^{k}+\alpha_{k-1}^{\prime} \lambda^{k-1}+\ldots+\alpha_{1}^{\prime} \lambda+\alpha_{0}^{\prime}$ are located in the unit circle on the boundary of which there are no multiply roots.
If take into account that the linear part for these methods are written as the one and the same form, but they can be receive the different values (in means, that, these coefficients are fined by the one and the same
way, therefore them can get one and the same values), then receive that the conception of "stability" for these methods (2) and (3) can be defined by the same way. Because, let us consider to determination of the conception of degree:
Definition 2: Integer value $p$ is called as order of the method (3), if the following is hold:
$\sum_{i=0}^{k}\left(\alpha_{i} y(x+i h)-h \beta_{i} y^{\prime}(x+i h)-h^{2} \gamma_{i} y^{\prime \prime}(x+i h)\right)=$
$=O\left(h^{p+1}\right), h \rightarrow 0$.

If in the asymptotic equality (4) put the $\gamma_{i}=0(i=0,1, \ldots, k)$, then from that receive the definition of the conception degree for the method (2).
Note that if the method (2) is stable then there are methods of the type (2) with the degree $p \leq 2[k / 2]+2$, but if the method (3) is stable, then there are methods with the degree $p \leq 2 k+2$ (see for example [8]-[11], [17], [18]). Application of the methods (3) to solving initial-value problem (1) by using the method (2) remind the using predictorcorrector method. It is known that if corrector method has the degree $p$, then degree for the predictor method must be not less than $p-1$. From here receive that for the maintaining accuracy of the method of type (3), which have used the method (2) for calculation of the values $y_{m}^{\prime}(m \geq 0)$ must be unstable, for the having the degree $p>k+2$. Noted that in the class of methods of the type (2) there are methods with the degree $p \leq 2 k$. But methods with degree $p>k+2$ are unstable. From here receive that by using the methods (2) and (3) one can be construct methods for solving problem (1) with the degree $p \leq 2 k+1$. It is known that some authors proposed to use the stable methods of type (2). In this case the rate of approaches for constructed methods by using methods (2) and (3) will be satisfies the condition $p \leq k+3$.

## 2 Construction more exact stable methods with constant coefficients.

It is known that the maximal degree for the stable methods of the type (2) equal to $P_{\text {max }}=k+2$. Therefore some specialists have proposed to change the method (2) by the hybrid methods, taking into account that the hybrid methods are more exact. We will illustrate this case for the initial-value problem of ODEs of the second order with special structure. It is known that some of problems of the natural sciences are reduced to solving of the problem:
$y^{\prime \prime}=g(x, y), y\left(x_{0}\right)=y_{0}, y^{\prime}\left(x_{0}\right)=y_{0}^{\prime}$,
$x_{0} \leq x \leq X$.
(5)

This problem in scientific literature has called as the initial-value problem for the ODEs of the second order with special structure. One of the effective methods for solving of considered problem (5) is the Stermer method, which can be written as (see for example [1], [7]-[10]):
$\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h^{2} \sum_{i=0}^{k} \gamma_{i} g_{n+i}\left(g_{n}=g\left(x_{n}, y_{n}\right) ;\right.$
$n=0,1, \ldots, N-K)$.
(6)

It is known, that method (6) fundamentally has investigated for the values of the coefficients which can be presented with as the following:

$$
\begin{array}{ll}
\alpha_{k}=1, \alpha_{k-1}=-2, & \alpha_{k+2}=1, \\
\alpha_{k-3}=\ldots=\alpha_{0}=0 &
\end{array}
$$

Noted, that in the case $\alpha_{k} \neq 0 \quad \gamma_{k} \neq 0$
It follows from (6) that in this case will be implicit. As it is known, in this case the application of the method (6) arises some difficulty. For solving this problem, one can be used predictor-corrector method. Because here is not investigated the convergence of the predictor-corrector method. Taken into account that this question investigated in the [20]. Note, that the method (6) also can be received from the method (3) as the partial case. As was noted, method (3) has applied to solving many practical problems, so as in this class methods one can be find the stable methods with the degree $\mathrm{p}=2 \mathrm{k}+2$. Method 3 in more general form investigated in the work [8]. In solving some problems arises in the necessary in the construction table methods with the degree $\mathrm{p}>2 \mathrm{k}+2$. For the same here was investigated the hybrid methods which applied for solving problems (5). It is known, that all the methods have its advantages and
disadvantages. Therefore these methods are the independent objects for the investigation. For the construction of more exact methods, let us to write the method (6) in the following form:
$\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h^{2} \sum_{i=0}^{k} \gamma_{i} g_{n+i+v_{i}}\left(\left|v_{i}\right|<1, i=0,1, \ldots, k\right)$.
(7)

This method is call as the hybrid and different from the others that, in these methods has used the values $y_{n+i+v_{i}},\left|v_{i}\right|<1, i=0,1, \ldots, k$. And the conception of degree for this method can be defined by the following definition.
Definition 3: The integer value $p$ calls as the degree of the method (7), if the following is hold:
$\sum_{i=0}^{k}\left(\alpha_{i} y(x+i h)-h^{2} \gamma_{i} y^{\prime \prime}\left(x+\left(i+v_{i}\right) h\right)\right)=$
$O\left(h^{p+2}\right), h \rightarrow 0$.
(8)

Here $x=x_{0}+n h$-fixed points.
For the determining some properties of the coefficients of the method (7) let us consider to following section.

## 3 The necessary conditions of the convergence for method (7).

As is known, method (6) investigated fundamentally by Dahlquist (see [18]). For the objectivity let us noted, that the maximal value for the degree of the method (6) for the stable and unstable methods had define by Dahlquist (see [18]). One of the basic questions is the determined the necessary condition for it is convergence. For the method (6) this question solved by Dahlquist. But here we want to receive similarly results for the method (7) have received there. In first let us define the necessary condition imposed on the coefficients of the method (7). For this suppose that the method (7) is convergent. Prove that in this case its coefficients will satisfy to the following conditions:
A. The coefficients $\alpha_{i}, \gamma_{i}, v_{i}(i=0,1, \ldots, k)$ are real numbers and $\alpha_{k} \neq 0$.
B. The characteristic polynomials
$\rho(\lambda) \equiv \sum_{i=0}^{k} \alpha_{i} \lambda^{i} ; \quad \sigma(\lambda) \equiv \sum_{i=0}^{k} \gamma_{i} \lambda^{i+v_{i}}$ have no
common factor different from constant.
C. The conditions $\sigma(1) \neq 0$ and $\rho \geq 1$ are hold.
Noted, that the proving of three these conditions $\mathrm{A}, \mathrm{B}$ and C differs from the proving, which have used by Dahlquist. For example, in the proving of the convergence method (7) here has used the theory of final difference equation with the constant equation. See for example (21), (22) and etc. The needed for these conditions for the method (3) has been proved by Dahlquist (see [17]-[19]).
If take into account that the values of the solution of our problems are real numbers, then receive that the condition A must be satisfied. But the condition $\alpha_{k} \neq 0$ related with the defined value $y_{n+k}$ from the equality (7). Now let us to consider the condition B and suppose that the polynomials $\rho(\lambda)$ and $\sigma(\lambda)$ has the common factor, which has denoted as the polynomial $\varphi(\lambda) \neq$ const . It is evident that the equality of (7) by using the shift operator $E y(x)=y(x+h)$ or $\left.E^{v} y(x)=y(x+v h)\right)$ can be written as following:
$\rho(E) y_{n}=h^{2} \sigma(E) y_{n}^{\prime \prime}$.
(9)

The equality (9) is the finite-difference equation of the order $k$. It is known that, if the $k$-initial values known, then the finitedifference equation of (9) has unique solution. By taking into account assumption, receive that the equality (9) can be written as:
$\varphi(E)\left(\rho(E) y_{n}-h^{2} \sigma(E) y_{n}^{\prime \prime}\right)=0$.
From here receive:
$\rho_{1}(E) y_{n}-h^{2} \sigma_{1}(E) y_{n}^{\prime \prime}=0$,
(10)
here $\rho(\lambda)=\varphi(\lambda) \rho_{1}(\lambda), \sigma(\lambda)=\varphi(\lambda) \sigma_{1}(\lambda)$,
If the equation of (10) has the unique solution, then receive that the finite-difference equation (9) will be have unique solution.

The finite-difference equation of (10) has the order less than $k$, but the finite-difference methods (9) and (10) are equivalent. Therefore the equation of (9) has the unique solution for the known initial-value, the quantity for which is less than $k$. From the theory of finitedifference methods, it is known that if known $k_{1}$ - initial values, then the finite difference equation with the order of $k_{1}$ will be have the unique solution. From here receive, that the
finite difference equation of the order k ( $\mathrm{k}>$ $k_{1}$ ) has the unique solution for the initialvalue amount for which less than $k$. From here receive that our assumption is not correct. Therefore the condition B is hold.
Now let us consider to the condition C.
If in the equality of (9) to pass limit for approaches step-size $h \rightarrow 0$, then receive:
$\rho(1) y(x)=0$,
Here $x=x_{0}+n h$ is fixed point. It is not difficult to understand that from here it follows:
$\rho(1)=0$.
(11)

This is called as the necessary condition for the convergence of the method (7). By taking into account these conditions, let us the equality of (9) to write in the following form:
$\rho_{1}(E)(E-1) y_{n}-h^{2} \sigma(E) y_{n}^{\prime \prime}=0$.
By some simplification here, receive the following:
$\rho_{1}(E)\left(y_{i+1}-y_{i}\right) h^{-1}-h \sigma(E) y_{i}^{\prime \prime}=0$.
(12)

From the equality of (12) receive:
$\rho_{1}(E) y_{i}^{\prime}-h \sigma(E) y_{i}^{\prime \prime}=0$,
(13)

Here
$\rho_{1}(\lambda)=\frac{\rho(\lambda)-\rho(1)}{\lambda-1}, \quad \lim _{\lambda \rightarrow 1} \rho_{1}(\lambda)=\rho^{\prime}(1)$.
By using this in the equality of (13) receive:
$\rho^{\prime}(E) z_{i}-h \sigma(E) z_{i}^{\prime}=0 \quad\left(z(x)=y^{\prime}(x)\right)$.
If in the equality of (14) pass to limit for $h \rightarrow 0$, then receive that $\rho^{\prime}(1) z(x)=0(x$ is fixed point). From this equality it follows that $\rho^{\prime}(1)=0$.
(15)

By this way prove that if the method (7) is convergent then $\rho(1)=\rho^{\prime}(1)=0$ it is to say that $\lambda=1$ is twice rooting for the polynomial $\rho(\lambda)$. Therefore the equality (14) can be written as:
$\rho_{1}^{\prime}(E)\left(z_{i+1}-z_{i}\right)-h \sigma(E) z_{i}^{\prime}=0$.
(16)

If in the equality (14) change variable $i$ from 0 (zero) to $n$ and by summing of the receiving equalities we have:

$$
\rho_{1}^{\prime}(E)\left(z_{n+1}-z_{0}\right)=h \sigma(E) \sum_{i=0}^{n} z_{i}^{\prime}
$$

(17)

If in the equality of (17) pass to limit for the $h \rightarrow 0$, then receive:

$$
\rho_{1}^{\prime}(1)\left(z(x)-z\left(x_{0}\right)\right)=\sigma(1) \int_{x_{0}}^{x} z^{\prime}(s) d s
$$

Here $\mathrm{x}=x_{0}+n h$-fixed point.
This equality can be written as:

$$
\begin{aligned}
& \rho^{\prime \prime}(1)\left(z(x)-z\left(x_{0}\right)\right)=\sigma(1) \int_{x_{0}}^{x} f(s, y(s)) d s \\
& \left(z^{\prime}(x)=y^{\prime \prime}(x) ; y^{\prime \prime}(x)=f(x, y)\right)
\end{aligned}
$$

By our assumption receive that:
$\rho^{\prime \prime}(1)=\sigma(1)$.
(18)

It follows from here, that the necessary condition, written by the equalities of (11) and (15)for convergence of the method (7), can be written as the following form:
$\rho(1)=\rho^{\prime}(1)=0$.
(19)

From this relation receive, that $\lambda=1$ is twice rooting for the polynomial $\rho(\lambda)$. One can prove that from the condition (19) it follows that the following is hold:
$\sum_{i=0}^{k}\left(\alpha_{i} y(x+i h)-h^{2} \gamma_{i} y^{\prime \prime}\left(x+\left(i+v_{i}\right) h\right)\right)=O\left(h^{p+2}\right)$,
$h \rightarrow 0$
( $p \geq 0$ )
If this asymptotic equality is hold, then integer $p$ is called as the degree for the method (7).
Let us note that by using the condition (19) and (20) receive that $p \geq 1$. If $\sigma(1)=0$, then from the (18) receive: $\rho^{\prime \prime}(1)=0$. And now prove that if $\lambda=1$ is twice root of the polynomial $\rho(\lambda)$, then the method (7) doesn't convergent.
Let us method (7) write as the finite-difference equations by using the equality (14). In this case, receive:

$$
\begin{aligned}
& \bar{\alpha}_{k} z_{n+k-1}+\bar{\alpha}_{k-1} z_{n+k-2}+\ldots+\bar{\alpha}_{1} z_{n+1}+\bar{\alpha}_{0} z_{n}= \\
= & h \psi\left(x_{n+i+v_{i}}, z_{i_{n+i+v_{i}}^{\prime}}^{\prime}\right)
\end{aligned}
$$

It is known that the general solution of nonhomogeneous finite-difference equation can be written as following:

$$
z_{m}=\bar{z}_{m}+z_{m}^{*}
$$

$\bar{z}_{m}$-general solution of homogeneous and $z_{m}^{*}$ is a partial solution of nonhomogeneous equations. It is not difficult to prove that the following is hold:
$\lim _{h \rightarrow 0} z_{m}^{*}=0$.
Therefore the behavior of the solution $z_{m}$ depends on the behavior of the solution $\bar{z}_{m}$. It is known that if all roots of polynomial $\bar{\rho}(\lambda) \equiv \alpha_{k-1} \lambda^{k-1}+\alpha_{k-2} \lambda^{k-2}+\ldots+\alpha_{1} \lambda+\alpha_{0}$ are real and different from each other's, then its solution $\bar{z}_{m}$ can be presented as:

$$
\bar{z}_{m}=C_{1} \lambda_{1}^{m}+C_{2} \lambda_{2}^{m}+\ldots+C_{k-1} \lambda_{k-1}^{m} .
$$

(21)

The coefficients $C_{i}(\mathrm{i}=1,2, \ldots, \mathrm{k}-1)$ can be determined by using the initial values, the amount of them is equal to $\mathrm{k}-1$.
If a lot of roots are multiply, then presentation (21) can be written as follows:

$$
\begin{aligned}
& \bar{z}_{m}=C_{1} \lambda_{1}^{m}+C_{2} \lambda_{2}^{m}+\ldots+C_{j} \lambda_{j}^{m}+C_{j+1} m \lambda_{j}^{m}+ \\
& +C_{j+2} m^{2} \lambda_{j}^{m}+C_{j+3} \lambda_{j}^{m} \ldots+C_{k-1} \lambda_{k-1}^{m}
\end{aligned}
$$

here suppose that the root $\lambda_{j}$ multiplied three times. From here receive that if $\lambda_{j}$ is double multiplying root, then the following is hold:

$$
\lim _{h \rightarrow 0} \bar{z}_{m}=\infty .
$$

(22)

By above described way prove that if the polynomial $\rho(\lambda)$ has the root $\lambda=1$, which multiplied three times, then receive that $\lambda=1$ will be twice root for the polynomial $\bar{\rho}(\lambda)$. From here receive that if the polynomial $\rho(\lambda)$ has triple $\operatorname{root} \lambda=1$, then will hold correlation (22). It follows from here that the method will unstable. If $\rho(1)=\rho^{\prime}(1)=\sigma(1)=0$ then receive that $\lambda=1$ is triple root for the polynomial $\rho(\lambda)$ and therefore the method (5) is not convergent, which is contrary to our assumption. Thus prove that the condition C is hold.

## 4 On the construction some of concrete methods and application one of them to solve model problem.

It is not difficult to prove that if the method (7) has the degree $p$ then its coefficients must to
satisfy the following conditions (see for example [3], [4], [7], [9]):

$$
\begin{aligned}
& \sum_{i=0}^{k} \alpha_{i}=0 ; \sum_{i=0}^{k} i \alpha_{i}=0 ; \sum_{i=0}^{k} \gamma_{i}=\sum_{i=0}^{k} \frac{i^{2}}{2!} \alpha_{i}, \ldots \\
& \sum_{i=0}^{k} \frac{l_{i}^{(p-1)}}{(p-1)!} \gamma_{i}=\sum_{i=0}^{k} \frac{i^{p+1}}{(p+1)!} \alpha_{i}, \quad l_{i}=i+v_{i} \\
& (i=0,1, \ldots, k)
\end{aligned}
$$

Has proved that if coefficients of the method
(7) satisfy to this system of nonlinear algebraic equations, then receive that the method (7) will be have the degree of $p$. Note that in the system (23) the quantity of unknowns equal to $3 k+3$, but the quantity of equations equal to $p+1$. This system is nonlinear because to find the exact solution of this system is not simple. Here have proved that there exist the stable methods of the type (23) with the degree $2 k+2$. The nonlinear system (23) is different from the known. It is known that the order of the method (7) must to satisfy the condition $p \leq 3 k+1$. If requested from the method (7) stability, then can prove that there are stable methods of type (7) with the degree $p=2 k+2$. Constructed have concrete method with the degree $p=6$ for $k=2$. In this case polynomial $\rho(\lambda)$ can be written as: $\rho(\lambda)=\lambda^{2}-2 \lambda+1$ in so far as $\lambda=1$ is twice rooting for the characteristic polynomial of the method (7). Let us in first constructed stable method of type (6) and after them to construct stable method of type (7) for the case $\mathrm{k}=2$. By taking into account the values $\alpha_{2}=$ $1 ; \alpha_{1}=-2 ; \alpha_{0}=1$ in nonlinear system (23), receive that the method with the maximal degree can be written as:
$y_{n+2}=2 y_{n+1}-y_{n}+h^{2}\left(g_{n+2}+10 g_{n+1}+g_{n}\right) / 12$
This method has received from the method of
(6) in the case $k=2$. Noted that in this case maximal value for the degree of the method of (6) can be written as: $p \leq 2 k$. But if the method (6) is stable, then receive that there are methods with the degree $p \leq 2[k / 2]+2$.Thus receive that if k -is even then there are the stable methods with the degree $p=k+2$ for all the k . If consider the case $\mathrm{k}=3$, then by the Dahlquist results receive, that in this case
$P_{\text {max }}=4$ for the stable methods. This method is one and the same with the method (24). And there is no stable methods with the maximal degrees and different from method (24), which is unique in this case $(\mathrm{k}=3)$. And now let us compose methods (2) and (6). Noted that the conceptions the stability and degree for these methods (stable and unstable) are one and the same. As is known impilict methods are as both scientific and practical interest. This result can be received from the following description. It is known, that if method (6) is stable and $\beta_{k}=0$, then $p \leq k$ (here p-degree, but k is the order). From here receive that stable implicit methods are more exactnees, than the explicit. But there arises some difficults in the application of the implicit methods to solving some problems. For solving this problem here proposed to use the predictor and corrector methods. We also will be used the predictor and corrector formulas for the aplication of the methods proposed here. For the construction predictor-corector methods have used the way, descripte in [1].

As was noted above for the construction more exactnees stable multistep method one can be used the method of (3) or (7). Taking into account, that in using of the methods of type (3) are arises some difficults, relayted with the calculation of the values $y_{m}^{\prime \prime}(m=0,1,2,3, \ldots)$. For this let us consider to construction methods of type (7) and put $\mathrm{k}=2$. By using the solution of the system (23), one can be constructed the following method:

$$
\begin{align*}
& \quad y_{n+2}=2 y_{n+1}-y_{n}+h^{2}\left(5 f_{n+\gamma_{0}}+14 f_{n+\gamma_{1}}+\right. \\
& \left.+5 f_{n+\gamma_{2}}\right) / 24 \tag{25}
\end{align*}
$$

here $\gamma_{0}=1-\sqrt{10} / 5 ; \gamma_{1}=1 ; \gamma_{0}=1+\sqrt{10} / 5$.
This method is unique, stable and has the degree $p=6$. Usually arise the question, which is reated with the calculation of the values having the type $y_{n+\gamma}(|\gamma|<1)$. Some authors offer to use hybrid method with the degree less than maximal. If in our case to use this recommendation, then one can be constructed the following method:
$y_{n+2}=y_{n+1}-2 y_{n}+h^{2}\left(4 f_{n+\gamma_{0}}+f_{n+\gamma_{1}}+4 f_{n+\gamma_{2}}\right) / 9$,
here $\gamma_{0}=1-\sqrt{3} / 4 ; \gamma_{1}=1 ; \gamma_{0}=1+\sqrt{3} / 4$;

In some cases for calculation of the value $y_{n+\gamma}$ can been used the known methods.
This method is stable and has the degree $p=4$ which was applied to solving of the following initial-value problem:
$y^{\prime \prime}(x)=\lambda^{2} y(x), y(0)=1, y^{\prime}(0)=\lambda, 0 \leq x \leq 1$,
exact solution of which define as: $y(x)=\exp (\lambda x)$.
The main goal is consist of compares constructed methods on the model problem for the simple case.

Table 1. Results receiving for the positive $\lambda$ and $\mathrm{h}=0.1$ :

| $h=0.1$ | Stormer |  | Method 26 |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{i}$ | $\lambda=1$ | $\lambda=5$ | $\lambda=1$ | $\lambda=5$ |
| 0.2 | $3.07 \mathrm{E}-$ <br> 9 | $7.18 \mathrm{E}-$ <br> 5 | $3.07 \mathrm{E}-$ <br> 9 | $7.18 \mathrm{E}-$ <br> 5 |
| 0.5 | $3.45 \mathrm{E}-$ <br> 8 | $1.74 \mathrm{E}-$ <br> 3 | $3.45 \mathrm{E}-$ <br> 8 | $1.74 \mathrm{E}-$ <br> 3 |
| 1.0 | $1.97 \mathrm{E}-$ <br> 7 | $5.22 \mathrm{E}-$ <br> 2 | $1.97 \mathrm{E}-$ <br> 7 | $5.22 \mathrm{E}-$ <br> 2 |

In this table we have used the values of the function, which are increasing by the increasing of the variable $x$. Noted that, the Stormer method and (26) has the same degree, but one of them has the hybrid type. Let us noted, that for the calculation of the values $y_{n+\gamma}$ we have used methods, which have the degree less than 3. But for the values calculated by Stormer method has been used method with the degree less than 4 . No receiving results can be taking the same.

Table 2. Results receiving for the negative $\lambda$ and $\mathrm{h}=0.1$

| $h=0.1$ | Stormer |  | Method 26 |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{i}$ | $\lambda=-1$ | $\lambda=-5$ | $\lambda=-1$ | $\lambda=-5$ |
| 0.2 | $2.51 \mathrm{E}-$ <br> 9 | $2.64 \mathrm{E}-$ <br> 5 | $2.51 \mathrm{E}-$ <br> 9 | $2.64 \mathrm{E}-$ <br> 5 |


| 0.5 | $2.32 \mathrm{E}-$ <br> 8 | $2.77 \mathrm{E}-$ <br> 4 | $2.32 \mathrm{E}-$ <br> 8 | $2.77 \mathrm{E}-$ <br> 4 |
| :--- | :--- | :--- | :--- | :--- |
| 1.0 | $9.62 \mathrm{E}-$ <br> 8 | $3.60 \mathrm{E}-$ <br> 3 | $9.62 \mathrm{E}-$ <br> 8 | $3.60 \mathrm{E}-$ <br> 3 |

Similarly results received for the case $\lambda<0$. It follows from here, that these methods are stable.
For the illustration the dependents of the errors from the step-size $0<\mathrm{h}$, in the following tables have investigated the numerical solution of the exercise (27) for the step size $\mathrm{h}=0.01$. In the results of which receive the same results. Noted, that if consider the case $\lambda=+-15$, than the method (26) can be give the best results.

Table 3. Results receiving for the positive $\lambda$ and $\mathrm{h}=0.01$

| $h=0.01$ | Stormer |  | Method 26 |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{i}$ | $\lambda=1$ | $\lambda=5$ | $\lambda=1$ | $\lambda=5$ |
| 0.02 | $2.88 \mathrm{E}-$ | $4.56 \mathrm{E}-$ | $2.9 \mathrm{E}-$ | $4.56 \mathrm{E}-$ |
|  | 15 | 11 | 15 | 11 |
| 0.25 | $9.11 \mathrm{E}-$ | $2.32 \mathrm{E}-$ | 9.117 E | $2.32 \mathrm{E}-$ |
|  | 13 | 8 | -13 | 8 |
| 0.5 | $4.12 \mathrm{E}-$ | $2.09 \mathrm{E}-$ | $4.12 \mathrm{E}-$ | $2.09 \mathrm{E}-$ |
|  | 12 | 7 | 12 | 7 |
| 0.75 | $1.04 \mathrm{E}-$ | $1.18 \mathrm{E}-$ | $1.04 \mathrm{E}-$ | $1.18 \mathrm{E}-$ |
|  | 11 | 6 | 11 | 6 |
| 1.0 | $2.12 \mathrm{E}-$ | $5.76 \mathrm{E}-$ |  |  |
|  | 11 | 6 | $2.12 \mathrm{E}-$ | $5.76 \mathrm{E}-$ |
|  | 11 | 6 |  |  |

Table 4. Results receiving for the negative $\lambda$ and $h=0.01$

| $h=0.01$ | Stormer |  | Method 26 |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{i}$ | $\lambda=-1$ | $\lambda=-5$ | $\lambda=-1$ | $\lambda=-5$ |
| 0.02 | $2.55 \mathrm{E}-$ <br> 15 | $4.12 \mathrm{E}-$ <br> 11 | $2.60 \mathrm{E}-$ <br> 15 | $4.12 \mathrm{E}-$ <br> 11 |
| 0.25 | $7.67 \mathrm{E}-$ <br> 13 | $1.01 \mathrm{E}-$ <br> 08 | $7.67 \mathrm{E}-$ <br> 13 | $1.01 \mathrm{E}-$ <br> 08 |
| 0.50 | $2.95 \mathrm{E}-$ <br> 12 | $4.81 \mathrm{E}-$ <br> 08 | $2.95 \mathrm{E}-$ <br> 12 | $4.81 \mathrm{E}-$ <br> 08 |


| 0.75 | $6.38 \mathrm{E}-$ | $1.74 \mathrm{E}-$ | $6.38 \mathrm{E}-$ | $1.74 \mathrm{E}-$ |
| :--- | :--- | :--- | :--- | :--- |
|  | 12 | 07 | 12 | 07 |
| 1.0 | $1.10 \mathrm{E}-$ | $6.11 \mathrm{E}-$ | $1.10 \mathrm{E}-$ | $6.11 \mathrm{E}-$ |
|  | 11 | 07 | 11 | 07 |

The receiving numerical results correspond to the theoretical results. For the simple comparison receiving results by using differential methods can be taken, that they are approximately the same.

## 5 Conclusion.

Here have constructed the hybrid methods of multistep type which are applied to solving of the initial-value problem for the ODEs of the second order with the special structure. To investigate this problem has been used a new way by which have been defined the necessary and sufficient conditions for the convergence of the constructed hybrid methods. By using the above-mentioned way we have compared the conception of stability using in the investigation of the methods (7) and (3). And also have constructed a formula similar to Dahlquist formula by which one can define the maximal value for the degree of the stable methods of the type (7). The way described here is new and therefore will find its followers.
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