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Abstract: - As is known the theoretical and so practical interest are represent the numerical methods with the high 

order of accuracy, which have the extended stability area  and have uses the minimal volume of computational work at  
the each step size. For the construction such methods, here has expound the new way to solving Volterra integral 
equation by using which, here are constructed the stable forward-jumping methods with the order of 
accuracy 2]2/[2 +> kp . And also have determined the maximal value of the order of accuracy of the proposed 
methods. In the construction of the algorithms have considered to using of the forward-jumping methods with the new 
properties and application them to solving Volterra integral equation with the symmetric bounders. For the 
construction of the methods with the high order of accuracy, here are used the forward-jumping methods of hybrid 
type. The received results are illustrated by solving the model equations. 
 
Key-Words: - Volterra integral equation, symmetric boundaries, model equation. 
 
1 Introduction 
One of the main questions in the study of numerical 
methods consist in finding reliable information about of 
the solution of the considering problem. As is known, 
all the numerical methods are used to find 
approximately solutions of the considering problems. 
Note that the estimates for these methods, are valid for 
sufficiently small values of h, which is commonly 
referred to as the step size of integration. Therefore, 
some scientists have proposed to construct methods, 
after application which to solve a practical problems, 
can be obtain a discrete solution having some properties 
of exact solution of the considering problems, as 
increases and decreases, as well as and some other 
properties to accurately solving these problems. Such 
approaches are relevant with the solution of the 
Volterra integral equations with the symmetric 
boundaries, which are connected with the fact that in 
solving such equations we must to found the value 

)(xy   and )( xy −   of the solution of original problem. 
   Note that to obtain reliable results in solving of some 
problems, one can use the two sided methods or by 
using the predictor-corrector method that can help to 
find the interval for the changing of step size h . 
However, here we want to construct the methods for 
solving Volterra integral equations with the symmetric 
boundaries by using the information about the solution 
of the considering problem in the previous and the next 
mesh points. 
   Consider to solving of the following Volterra integral 
equation with the symmetric boundaries: 

∫
−

≤≤≤+=
x

x

XxsxdssysxKxfxy .,))(,,()()( 0
 (1) 

Assume that the equation (1) has a unique continuous 
solution defined on the segment ],[ XX− . To find the 
approximately values of the solution of equation (1) on 
some mesh points, let us divide the segment ],[ 0 Xx  
into N equal parts by the mesh points 

),...,1,0(0 Niihxxi =+= . Here h<0  - is a step size. 

Let us also denote by the iy  and iy− approximately 
values, and by the  )( ixy  and )( ixy −  through, the 
exact value of the solution of equation (1) at the mesh 
points ),...,1,0( Nix i =± , respectively. 
 By solving equations similarly of equation (1) 
one can be study of earthquakes and natural periodic 
seismic processes, and also studying of the variation of 
the tension on the thickness rod the investigation to 
transmit of the signals and etc. (see [1]-[7]). It should 
be noted that the relationship between Volterra integral 
equations with symmetric boundary and the symmetric 
methods have been studied in the work [8], in which is 
given the way for determining the effective methods for 
solving of the Volterra integral equation with the 
symmetric boundaries. Here, in contrast to the title of 
the work is suggested a method for the construction of 
some algorithms for possessing any properties of the 
solutions of the equation (1). 
 Such methods are applied in solving of the initial value 
problem for ordinary differential equations which are 
studied by different authors (see eg. [9]-[12]). One can 
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be fined the information about of the two-sided 
methods in the work [13]. 
 As is known, depending from the accuracy of 
the considered method, which has applied to solving of 
the equation (1), the various conditions are imposed on 
the kernel ),,( zsxK . Here, we assume that the 
function ),,( zsxK , is continuous to the totality of 
variables and is defined in the 
set };{ 0 azXxsxG ≤≤≤≤= , and also it has the 
continuous partial derivatives up to some order p , 
inclusively. Sometimes it is necessary to investigation 
of the equation (1) in a ε -extension areaG , which is 
defined as: };{ 0 azXxsxG ≤+≤+≤≤= εε  (see 
eg. [14]). However, the use of such an extension 
domain of the function ),,( zsxK is not essential in the 
study of the numerical solution of the equation (1). 
Therefore, we further believe that 0=ε . 
Obviously, equation (1) can be written as follows: 

 ,,))(,,()()( 0
0

Xxsxdssysxxfxy
x

≤≤≤+= ∫ϕ      (2) 

where the integral kernel ),,( zsxϕ  is defined as: 
))(,,())(,,())(,,( sysxKsysxKsysx −−+=ϕ   (3) 

  Thus, formally to solving of the equation (1) can be 
applied one of the known methods, which have used in 
solving of the Volterra integral equations (2) (see 
eg.[15]-[22]). 

But in the last time some of specialists have 
constructed the efficient methods for solving of the 
Voltera integral equations of the type (2).Remark, that 
in above noted references does not investigated the 
maximal value of the order of accuracy of the proposed 
method. Therefore, let us consider to determined the 
maximal order of the accuracy of proposed methods 
which can be written as follows  
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   (4) 

But in the next, consider determining the necessary 
conditions for the convergence of the method (4) and 
some conditions imposed on its coefficients. 
 
2 The conditions have imposed to the 
coefficients of the method of (4). 
It is known, that the basic properties of the methods of 
the type (4) are define by the values of the coefficients 
of the method (4). Therefore, consider to the 
determined of some natural conditions imposed on the 
coefficients of the method (4), which can be formulated 
in the following form: 
A.      The coefficients ),...,2,1,0,(, )( kjij

ii =βα  are real 
numbers, and 0≠kα . 
B.      The characteristic polynomials   
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 have no common factors differ from the a  constant. 
C.   0)1( ≠σ , and the order of the accuracy for the 
method (4) satisfies the condition 1≥p . If we take into 
account that the required value of the quantity kny +   is 
a real number, then satisfying of the condition A is 
obvious. Therefore we consider to satisfying of the 
condition B. 
Let us rewrite the method of (4) in the following form: 

),,()())(( nnnnn yxxEhfyE ϕσρ =− .         (5)  
Here, E is the shift operator, it is to say that 

)()( hxyxEy +=  
     Assume that the polynomials )(λρ  and )(λσ  has 
the common factor. If suppose that )(λψ  is the 
common factor then by taking into account the 
assumptions in the finite-difference equation (5), we 
have: 

),,()()())(()( nnnnn yxxEEhfyEE ϕσψρψ ∗∗ =− . 
If the use the condition constx ≠)(ψ , then from here 
,one can be write the following: 

),,()())(( nnnnn yxxEhfyE ϕσρ ∗∗ =− .        (6) 
It is easy to verify that the order of the resulting 
difference equation is less than the order of the 
difference equation of (5).Thus we obtain that the 
equation (6) have unique solution for given initial value 
conditions in an amount less than k -order of the 
difference equation (5). 
   From the theory of finite-difference equations it is 
known that if the number of initial conditions less than 
the order of the difference equation, then its solution is 
not unique. However, the finite-difference equations (5) 
and (6) are equivalent. Consequently, the difference 
equation (5) has a unique solution for given initial 
conditions less than order k . The obtained 
contradiction shows that our assumption does not hold. 
This implies the need for assumptions of  B. 
     In the relation (5) we pass to the limit for 0→h . 
Then, taking into account the continuity of the 
functions )(xf  and ),,( ysxϕ , obtain that: 
                  0))()()(1( =− xfxyρ , 
where nhxx += 0  is a fixed point. It follows from 
here, that :  

           0)1( =ρ ,                                 (7) 
which is a necessary condition for the convergence of 
the method (4). 
By taking in account of the condition of (7) into 
equality of  (5), we have: 
      0),,()())(()( 1 =−−− lllll yxxEhfyEIE ϕσρ . 
From this we get that 

     0),,()())(( 111 =−+−− ++ lllllll yxxEhfyfyE ϕσρ .       (8) 
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      Note that  
),,(),,()(
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Then, for a sufficiently small h , relations (8) can be 
rewritten in the following form: 

  0),,()())(( 1111 =−+−− ++ llllll yxxEhfyfyE ϕσρ .        (9) 
Here  

)1()1(...)1()1()( 01
1

11 βλβλβλβλσ ++++≡ −
−

k
k

k
k , 

and x  is a fixed point. Remark, that one can be 
consider to the following relation,  

∑
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j
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)( ),,(β as the approximation for the 

following  function: 
                         ),,()1( ilili yxx ++ϕβ . 
If in the equality (9), the integer variable l  to 
appropriate the values from 0 to n  then by the 
summing of the obtained equations, we have: 

       0),,()())((
0

1111 =−− ∑
=

++

n

nn yxxhEfyE
ν

ννϕσρ  . 

For the fixed values of nhxx += 0  and for 0→h we 
have: 

dssysxxfxy
x

x
∫=−

0

))(,,()1())()()(1( 11 ϕσρ    .    (10) 

It follows from here, that 0)1(1 ≠σ and 
                ).1()1()1( 11 σρρ =′=                      (11) 

We note that the coefficients ),...,2,1,0,()( kjij
i =β  can 

defined as the solution of  the following system of the 
linear-algebraic system: 

             ),..,2,1,0(),1(
0

)( kii

k

j

j
i ==∑

=

ββ .          (12) 

Amount of the solutions of the system (12) always are 
more than one. Obviously, if 0)1( =′ρ , then from the 
equality of (10) does not follows equation (2). 
Therefore, 0)1(1 ≠σ . From the following conditions: 
                             0)1( =′ρ  ; )1()1( 1σρ =′   
follows that 
               ( )
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Thus we have proved that the fulfillment of the 
condition C, is also necessary. We assume that   there 
conditions A, B and C are holds everywhere. 
Now, let us consider to determination of the 
coefficients for the method (4). 
To this end, consider the following equation:  

∫∑
=

−+=
x

x

m

j
j dssysjhxxfxy

0
1

))(,,()()( ϕγ  ,           (13) 

obtained from the  equation (2) by using the Lagrange 
interpolation polynomial. 
Then, by putting knxx += in the correlation of (13) one 
can receive the following: 

        ∫∑
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ϕγ .       (14) 

Obviously, the value of kny +  can be found by the 
formula (14) does not coincide with the exact value of 

)( knxy +  of the solution of equation (2). Note that, by 
addition the new mesh points in the construction of the 
Lagrange polynomial the its accuracy can be increased. 
But the accuracy for the value kny +  ,which is found by 
the formula (14)in this case does not increases .Thus, 
we obtain that the study of the determined the order of 
the accuracy for the method (4)can be replaced by an 
investigation of the following Volterra integral 
equation: 

         ∫+=
x

x

dssysFxfxy
0

))(,()()( .             (15) 

Remark, that the equation (15) can be taken as the 
model equation for the investigation of the equation (2). 
If the method (4) is applied to solving of equation (15), 
then we have: 
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Then by using the notation )()()( xfxyxz −=  and the 
Taylor expansions: 

( ) ( ) ),(
!

...
2

1)(
2

+
+ +++′′+′+= pp

n

p

nnnin hOz
p

ihzihzihzz  

( ) ( ) )(
)!1(

...
2

)(
12

pp
n

p

nnnin hOz
p
ihzihzihzz +
−

++′′′+′′+′=′
−

+
 

in the relation of (16), we have:                  
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From this it follows that in order to the method (16) has 
the order of accuracy of p , the necessary and sufficient 
condition is the satisfaction of the following algebraic 
equations for the coefficients ),..,1,0,(, )( kjij

ii =βα : 
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   The resulting relation is a homogeneous system of 
linear algebraic equations, the number of equations in 
which is equal to 1+p . 
If in the method (16) we use the substitution 

)..,2,1,0(,
0

)( kii
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j

j
i ==∑
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ββ  ,             (18) 

then the method (16) can be rewritten in the following 
form: 
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Let us the use the solution of the linear system of 
algebraic equations of (18) in the system of (17), then 
receive that the number of the unknowns in the receive  
system is equal to 22 +k .In this case receive that for 
the values kp 2≤ the received system has the 
nontrivial solution  and the method with the degree 

kp 2=  is not unique, but in the case ),(),,( ysFysxK = , 
the method of the type of (4) with the degree kp 2=  is 
single [see for example[11],[13,[17]].As is known so 
theoretical as practical interest to represent the stable 
methods with the high order of accuracy. But the   
maximal value for the order of the accuracy of stable 
methods of type (19) is equal 2[ / 2] 2k + (see, for 
example [23]-[25]). Remark that there are some ways 
for the extension the value of the order of the accuracy 
of the method one can use the Richardson’s 
extrapolation, linear combination of linear multistep 
methods or the multistep multiderivative methods 
(MMM) (see, for example [26]-[29]). As the known, 
that the stable forward-jumping methods are more 
accurate (see [30]-[32]) for the construction the stable 
method with the order of accuracy more than 2]2/[2 +k , 
here proposed the use forward-jumping methods. 

3 On a way to construction an algorithm 
to solving of the equation(1) 

Remark, that we applied the method (4) to solving the 
equation (2) don`t taking into account the dependence 
of the function ),,( ysxϕ from the values of 

)0)(( >− mxy m . Because let us consider to construct 
methods by using the calculation of the approximately 
values of the quantity )0()( >− ixy i . Therefore, 
using the methods application to the solving of the 
Volterra integral equations with the fixed boundary do 
not taking into account the properties of the integral 
kernel, is not always possible for obtain acceptable 
results. Therefore, here consider the methods, which are 
constructed by using some of the properties of the 
integral kernel. To this end, let us consider to the 
following method with the constant coefficients:     
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Note that the notion of the degree and stability for the 
method (20) can be determined in the following form: 
Definition 1. The integer value p  is called a degree of 
the method (20), if the following is holds: 
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Definition 2. The method (20) is stable if the roots of 
its characteristic polynomial: 

01
1

1 ...)( αλαλαλαλρ ++++= +−
+−

−
−

mk
mk

mk
mk , 

lies inside of the unit circle, on the boundary of which 
there is no multiple roots. 

The stability of the methods has as theoretical and 
practical interest. By using the definition 2 we define 
the characteristic polynomial as the following: 

)1,0()( 1
1 =+= −−−
+

− jjmk
j

mk αλαλρ . 

Here 01 <× −−−− jmkmk αα . 
By using the above mentioned method (4) can be 
written as follows: 

 ∑
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i
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   Note that from the method of (20) by the selection of 
coefficients ),...,1,0( mkii −=α can be obtained 
various stable methods, the maximum degree for which 
coincides with the maximum accuracy of the method 
(21). It is clear, that the condition 0>−mk  is holds.  

 If we take into account that the values of k  
and m  are integers, then receive, that 2≥k . In the 
case  2=k , from the method of (20) we have: 

 12)''8'5( 211 +++ −++= nnnnn yyyhyy .    (22) 
If the method (22) by using the relation (3), is applied 
to solving of equation (2), then, we have: 
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Note that to calculation of the values 1+ny  and 1−−ny  
one can be use the predictor-corrector methods in which 
as the predictor and corrector methods may be proposed 
the Euler’s method and the trapezoidal rule, 
respectively. But to calculate the values  2ˆ +ny and 2ˆ −−ny  
one can be use the following midpoint method: 
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 Method (22) is symmetrical (see.[8]), because 
for application that to the determination the values of 
the solution of equation (2) at the mesh point 1+nx , 
must be known the values of the solution of the original 
problem in the previous mesh point nx and the next 
mesh point 2+nx . Therefore, its application to solving of 
equation (1) gives the best result. Indeed, to finding the 
numerical solution of the equation (1), we used 
Simpson's method and the method (22). The results 
obtained by the method (22) are more accurate. To 
illustration the effect by using the information about the 
solution of the considering problem in the next mesh 
point, consider the following forward-jumping method: 
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The both methods (22) and (25) have the type of the 
forward-jumping methods. If formally put 0=m , then 
the method (20) is transformed into a multistep method. 
As is known stable methods received from the 
multistep method in the case   2=k  and 3=k has the 
maximum degree 4=p . As follows from here the 
degree of the forward-jumping methods in the first case 
is less, and in the second case more than the degree of 
the corresponding multistep methods. But the best 
results are obtained when these methods are using to 
solving of practical problems.  
 Remark that in using forward-jumping methods 
we have meet some difficulties in the selection of the 
methods which are applied to calculating the 
approximately values of the solution of the considering 
problem in the next mesh points. 
 Note, that some authors are considered the 
hybrid method as successful (see.eg.[33]-[37]). 
However, in their application appeases difficulty for 
computing the values of the problem in the hybrid 
points, which can be solved by the predictor-corrector 
method (see. eg.[37]). In the work [33] is proved, that 
in the class of methods (20) there are stable methods 
with the degree 1++≤ mkp . It seems that, by the 
increases the value of m , the values of p also is 
increases. But it is not right. Remark, that there exist 
some relation between quantity p and m, which can be 
written as: mkp −≤ 2 (see [28]). 
 From here, receive relation between quantity 
m  and k  in the form: [ ] [ ]akm (12)1( +−≤  is whole 
part of a ). But the increases values of quantity m  are 
complicate to application of the forward-jumping 
methods. Therefore we are basically investigated 
method of (20) for the value 1=m  and 2=m . Note 
that there are works in which proved the advantage of 
the forward-jumping methods and hybrid methods, 
which are applied to solving of the integral equations of 

Volterra type (see. eg. [8], [21], [24], [12]) And so, here 
for solving of integral equations of type (1) and (2) 
proposed to use the methods from the following 
classes: 
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Here ),...,1,0(,, kiiii =γβα  - some real numbers. 
 
4 On the illustration of the advantage of 

the forward-jumping methods  
We assume that the coefficient of the method (26) 

satisfies the following conditions: 
A: The coefficients iiii νγβα ,,, ),...,2,1,0( ki =  are 

some real numbers, moreover, 0≠kα  . 
B: Characteristic polynomials  
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have no common multipliers different from the 
constant. 

C: 0)1()1( ≠+ γδ  and 1≥p .  
And now to consider construction the stable methods of 
type (10) having a high degree. To this end, put 1=m  
and 2=k . Then, to determine the values of variables 

),,...,1,0(,,, kiiiii =νγβα  we obtain the following 
system nonlinear algebraic equations: 

,1012012 =+++++ γγγβββ  

 ).7,...,1()1/(12 00112212 =+=++++ jjlll jjjj γγγββ (27) 
By using the solution of the system (11) one can be 
constructed stable methods with the degree 8≤p . If in 
the system (27) using the values ,1,1 12 =+= ll α  

)1|(|10 <−= ααl  then receive the following 
solution: 

.23;4531;906,45/1
,21;18029;906;1801

2012

0012

====
===−=

l
l

γγγ
βββ

 

In this case the stable method can be written in the 
following form: 

 
.90/)262(

180/)2429(

2/32/1

211

++

+++

′+′+
+′−′+′+=

nn

nnnnn

yyh
yyyhyy

    (29) 

This method is stable and has the degree .5=p  
In [12, p. 277] is proved that if the method (26) for 

1=m  is stable and has a maximum degree then the 
coefficients kβ  and 1−kβ satisfied the following 

conditions ,01 >−kβ  01 <⋅− kk ββ  and kk ββ >−1 . 
As is known, if the method (26) for sufficiently smooth 
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solution of the original problem has the degree of p, 
then its local error can be written in the following form 

.0),(... 222
2

11
1 →+++ +++++ hhOyhCyhC pnppp  

 Usually when increases the value of p , the 
value of the coefficient 1C  is decreases. These 
parameters for the method of (28), are defined as 5=p  
and 720/11 −=C . For the obtained coefficients 

iii γβα ,,  ),...,2,1,0( ki = and variables iν  
),...,1,0( ki =  one can be use the same standard 

program. If p is sufficiently large (in the redistribution 
of p = 10), the values of the constant 1C  may be at a 
short distance from the machine zero. In this case the 
degree of the method (26) can be extended. Therefore, 
in such cases it is desirable compliance with caution. 
 Now consider the application of the method 
(28) to solving of the equation (2). Then we receive 
have: 

.90/)),,(),,(

),,(6),,(31

),,(31(180),,(
),,(6),,(6
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),,(10(
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   In the work [8] have investigated the comparison of 
the method (22) with the following hybrid method by 
using the solutions of equation (1): 

).63()''( 21211 =++= ++−++ ααα nnnn yyhyy (29) 
 Here, we study the comparison of the method 
(6) with the method (25) and show that these methods 
are use information about the solution of the 
considering problem, as in the previous and so in the 
next mesh points, and therefore they give the best 
results. To this end, we apply the method of (25) to 
solving of the equation (1). Then we have: 

,57)),,(10),,(20
),,(37),,(12
),,(12),,((
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.57)),,(10),,(57
),,(24),,((

57)),,(10),,(20
),,(37),,(12
),,(12)((

111

222333

1112

111223

2223,3,3

iiiiii

iiiiii

iiiiii

iiiiii

iiiiii

yxxkyxxk
yxxkyxxkh

yxxkyxxk
yxxkyxxk

yxxkyxxkh

−−−++

−−++−−++

++++

++++++

++++++

−−−−−−
−−−−−−+

+−−−−
−−−−−

−−−−+

(31) 

 For the selection of effective methods, we have 
considered application of some multistep methods to 
solving of the Volterra integral equations. To illustrate 
the way to selection of effective methods, here have 
used compares of the methods (22), (25), Simpson, 
trapezoidal and midpoints rules. In the construction of 
algorithms for the applications of the implicit methods 
to solving of the equations (1) and (2) (these equations 
are considered to be equivalent only in the case when 
the integral kernel has the form (3)) was used predictor 
and corrector method, in which in the capacity of the 
predictor methods proposed the same methods in all the 
algorithms. Therefore, the order of accuracy of these 
algorithms can be considers the same. 
 
4 The illustration of the received results  

Note that in all the cases the results received by the 
forward jumping methods and the hybrid methods were 
the best. Following are proposed some of these 
fragments. To this end, investigated the following 
examples: 

Example1. 10,)(1)(
0

≤≤+= ∫ xdssyxy
x

  

 (exact solution )exp()( xxy = ), 

Example2. 10,)(21)(
0

2 ≤≤++= ∫ xdssyxxy
x

 

(exact solution 1)exp()( −−= xxxy ), 

Example3. 10,)()exp()( ≤≤+−= ∫
−

xdssymmxxy
x

x

 

(exact solution )exp()( mxxy = ). 
 Here we have applied the method (22) and the 
hybrid method (29) to solving of the equation (1). The 
results can be considered identical. But to solving of the 
example 2 have applied the method of (29) and the 
Simpson’s rules. The results are placed in the following 
table 1: 
 
 
Table 1.  

Variable 
x  

Hybrid Simpson 

0.1 2.6E-11 1.6E-06 
0.2 5.4E-11 3.6E-06 
0.3 8.3E-11 6.0E-06 
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0.5 1.4E-11 1.2E-05 
1.00 3.4E-11 4.0E-05 

 For the comparison methods of (22) and (29), 
here considered to solving of the example 3 by the 
methods (22) and (29). And the next to solving example 
3 are applied the methods (25) and the method (28). 
Results for them are placed in the table 2 and 3. 
 
Table 2.  

Step size Variable 
x  

method 
(22) method (29) 

 
05,0=h  

0.05 7.8E-07 1.6E-10 
0.1 1.6E-06 2.2E-08 
1.0 4.05E-05 6.3E-06 

 
Table 3. 

Step size Variable 
x  

method 
(25) 

method 
(28) 

 
 

05,0=h
 

0.1 1.4E-11 7.1E-9 
0.4 1.5E-8 4.8E-8 
0.7 5.9E-8 9.4E-8 
1.0 1.4E-7 1.4E-7 

 
01,0=h

 

0.1 1.5E-12 1.9E-11 
0.4 3.2E-11 8.6E-11 
0.7 1.09E-10 1.6E-10 
1.0 2.4E-10 2.5E-10 

 
5 Conclusion 
For solving some problems of the natural sciences 
apiaries necessity to use theoretical results to achieve 
the desired expectation. Therefore in the section 
1considered to determined the maximal accuracy of the 
proposed method. As is known, each method has its 
advantages and disadvantages. Often are available to 
construct methods, that when applied to the solving of 
some problems gives irregular results, than the known 
methods (see. eg. [37, p. 410-411]). And it is also 
known, that by modifying some specific problem one 
can receive the define class of problems for which 
purpose specially constructed methods gives the best 
results, that the known. However, it does not follow 
from here that the proposed method is the best. For 
example, one can be shows that the result obtained by 
the following method: 

49/501 nnn hfyy +=+  
applied to solving of the problem 1)0(, ==′ yyy   is 
not worse than the result obtained by the explicit 
Euler’s method. As is known the methods which are 
constructed at the junction of some methods usually are 
the best than the methods which are used for its 
construction. Consequently by the above mentioned, we 
are comparing the quality of some of the known 
numerical methods, such as stability and accuracy, the 
region of stability, etc. constructed, here the methods 

which have the best qualities than the using methods. 
Remark that the forward-jumping and hybrid methods 
are constructed on the above said method. Therefore, 
we have constructed here a new method at the junction 
of those methods, believing that the method of (26) will 
be one of the most promising directions in the theory of 
numerical methods. 
 
6 Acknowledgment 
The authors express their thanks to the academician Ali 
Abbasov for his suggestion to investigate the 
computational aspects of our problem. This work was 
supported by the Science Development Foundation 
underthe President of the Republic of Azerbaijan – 
Grant № EIF-KETPL-2-20151(25)-56/07/1. 
 
References: 

[1] Aliev T.A., Abbasov A.M., Mamedova G.G., 
Guluyev G.A., Pashayev F.G. Texnologies for Noise 
Monitoring of Abnormal Seismic Processes. Seismic 
Instruments, 2013, Vol.49, No.1, pp. 64-80. 

[2]  Aliev T.A., Abbasov A.M., Guluyev G.A., 
Pashayev F.G., Sattarova U.E. System of robust noise 
monitoring of anomalous seismic process, Soil 
Dynamics and Earthauqke Engineering, 53(2013), 11-
26. 

[3] Fatyullayeva L.F. The limiting state of a multilayer 
nonlinearly lactic eccentric ring, Journal “Mechanics of 
composite Materials”, New York, 2007, vol 43, No.6, 
pp. 513-520. 

[4] Amenzadeh R.Yu., Mehtiyeva G.Yu., Fatullayeva 
Limiting state of a multilayered nonlineary elastic long 
cylindrical shell under the action of nominiform 
external pressure // Journal “Mechanics of composite 
Materials”, New York, 2010, vol 46, No.6, pp. 649-
658. 

[5] Mehdiyeva G.Yu., Imanova M.N., Ibrahimov V.R. 
General Theory of the Application of Multistep 
Methods to Calculation of the Energy of Signals, 
Wireless Communications, Networking and 
Applications, Volume 348 of the series Lecture Notes 
in Electrical Engineering, 2016, pp. 1047-1056. 

[6] Mehdiyeva G.Yu., Imanova M.N., Ibrahimov V.R. 
On the application of multistep methods to solving 
some problems of communication Proceedings of the 
International Conference on Numerical Analysis and 
Applied Mathematics 2014 (ICNAAM-2014) AIP 
Conf. Proc. 1648, © 2015 AIP Publishing LLC, 
850050-1–850050-5; 

[7] Mehdiyeva G., Imanova M., Ibrahimov V. Some 
refinement of the notion of symmetry for the Volterra 
integral equations and the construction of symmetrical 
methods to solve them, Journal of Computational and 
Applied Mathematics, 306 (2016), 1–9. 

WSEAS TRANSACTIONS on MATHEMATICS Mehdiyeva Galina, Ibrahimov Vagif, Imanova Mehriban

E-ISSN: 2224-2880 301 Volume 16, 2017

http://link.springer.com/book/10.1007/978-81-322-2580-5
http://link.springer.com/book/10.1007/978-81-322-2580-5
http://link.springer.com/bookseries/7818
http://link.springer.com/bookseries/7818
http://link.springer.com/bookseries/7818


[8] Prusty Sarbeshwar, Deekshatulu B.L. Some 
solutions to non-linear systems. “Control”, 1967, 11, 
№107, 227-231. 

[9] Prusty Sarbeshwar, A general approach for solving 
higher order non-linear systems by delta method. 
“Indian I.Pure and Appl.Phys”, 1967, 5, №13, 589-
591. 

[10] Ibrahimov V.R. Application of a numerical method 
to solve differential equations of higher orders. 
Reports of the Academy of Sciences Az.r., Volume 
XXVII, №5, 1971, p. 9-12. 

[11] Mehdiyeva G., Ibrahimov V. The numerical 
solution of ordinary differential equations. 
Methodical manual, 2010. 171 p. 

[12] Ибрагимов В.Р. Об одном способе построения 
двусторонних методов // Годишник на висшите 
учебни заведения. Прилежно математика / София, 
НРБ. - 1984. - № 4. - с.187-197 

[13] Mehdiyeva G., Imanova M., Ibrahimov V. On an 
application of the method Cowell type. News of Baku 
University. Series of Physical and Mathematical 
Sciences. 2010,№2, 92-99 

[14] Brunner, H.  Marginal stability and stabilization in 
the numerical integration of ordinary differential 
equations. Math. of Coraput, No.111, 1970p.635-646. 

[15] Makroglou A.A. Block – by-block method for the 
numerical solution of Volterra delay integro-
differensial equations, Computing 3, 1983, 30, №1, p. 
49-62. 

[16] Linz P.Linear Multistep methods for Volterra 
Integro-Differential equations, Journal of the 
Association for Computing Machinery, Vol.16, No.2, 
April 1969, pp.295-301. 

[17] Lubich Ch. Runqe-Kutta theory for Volterra and 
Abel Inteqral Equations of the Second Kind. 
Mathematics of computation, volume 41, number 
163, July 1983, p. 87-102 

[18] Feldstein A, Sopka J.R. Numerical methods for 
nonlinear Volterra integro differential equations // 
SIAM J. Numer. Anal. 1974. V. 11. P. 826-846. 

[19] Chrisopher T.H. Baker and Mir S. Derakhshan R-K 
Formulae applied to Volterra equations with delay. 
Jiournal of Comp. And Applied Math 29, 1990, 293-
310. 

[20] Mehdiyeva G.Yu., Imanova M.N., Ibrahimov V.R. 
On one application of forward jumping methods.  
Applied Numerical Mathematics, Volume 72, 
October 2013, p. 234–245. 

[21] Verlan A.F., Sizikov V.S. Integral equations: 
methods, algorithms, programs. Kiev, Naukovo 
Dumka, 1986, 384 p. 

[22] Dahlquist G. Convergence and stability in the 
numerical integration of ordinary differential 
equations,  Math.Scand, 1956, No.4, 33-53. 

[23] Henrici P. Discrete variable methods in ordinary 
differential equation. Wiley, New York, 1962. 

[24] Mehdiyeva G., Ibrahimov V. On the research of 
multistep methods with constant coefficients, LAP 
LAMBERT Academic Publishing, 2013, 314 p., 
(Russian). 

[25] Dahlquist G. Stability and error bounds in the 
numerical integration of ordinary differential equation. 
Trans. Of the Royal Inst. Of Techn., Stockholm, 
Sweden, Nr. 130, 1959,  3-87. 

[26] Kobza J. (1975) Second derivative methods of 
Adams type. Applikace Mathematicky, №20, p.389-
405. 

[27] Ibrahimov V. (2002) On the maximal degree of the 
k-step Obrechkoff’s method. Bulletin of Iranian 
Mathematical Society, Vol.28, №1, p. 1-28. 

[28] Ibrahimov V.R. (1990) On a relation between order 
and degree for stable forward jumping formula. Zh. 
Vychis. Mat. , № 7, p.1045-1056. 

[29] P. H. Cowell, AC. D. Cromellin. Investigation of 
the motion of Halley’s comet from 1759 to 1910. 
Appendix to Greenwich observations for 1909, 
Edinburgh, p.1-84. 

[30] Ibragimov V.R. The estimation on k-step method 
under weak assumptions on the solutions of the given 
problem//Proceeding of the XI-intemational conference 
on nonlinear oscillations: august 17-23, 1987, 
Budapest, Budapest-1988-p.543-546. 

[31] Ибрагимов В.Р. О некоторых свойствах 
экстраполяции Ричардсона // Диф. Урав., 1990, № 
12, с.2170-2173. 

[32] Makroglou A.A. Block - by-block method for the 
numerical solution of Volterra delay integro-differential 
equations, Computing 3, 1983, 30, №1, p.49-62 

[33] Butcher J.C. A modified multistep method for the 
numerical integration of ordinary differential equations. 
J. Assoc. Comput. Math., v.12, 1965, pp.124-135. 

[34] Areo E.A., R.A. Ademiluyi, Babatola P.O. 
Accurate collocation multistep method for integration 
of first order ordinary differential equations. J.of 
Modern Math.and Statistics, 2(1): 1-6, 2008, P. 1-6 

[35] Mehdiyeva G.Yu., Ibrahimov V.R., Imanova M.N., 
An Application of Mathematical Methods for Solving 
of Scientific Problems. British Journal of Applied 
Science & Technology2016 -   Volume 14 , issue 2, p. 
1-15. 

[36] Ibrahimov V.R., Imanova M.N.,On a Research of 
Symmetric Equations of Volterra Type International 
journal of mathematical models and methods in 
Applied sciences Volume 8, 2014, 434-440. 

[37] Daniel D. McCracken, William S. Dorn Numerical 
methods and Fortran programming. Wiley Intern. 
Edition, Second printing, 1965, 584 p.(Russian) 

WSEAS TRANSACTIONS on MATHEMATICS Mehdiyeva Galina, Ibrahimov Vagif, Imanova Mehriban

E-ISSN: 2224-2880 302 Volume 16, 2017

http://www.sciencedirect.com/science/journal/01689274/72/supp/C



