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#### Abstract

In the present work we consider the problem of the kernel estimation of the distribution function and the quantiles of this distribution in dose-effect relationship when the data are observed with error. We make both theoretical and computer research of estimations of the multivariate estimators of the distribution function in dose-effect relationship and in a case when measurements are made with an error having normal distribution. We offer also procedure of reduction of a measurement error.
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## 1 Introduction

The problem of nonparametrically estimating of the distribution function and the quantiles of this distributions at quantal response, when the data are observed with an error, has attracted a great deal of interest [1]-[7]. One of many methods of nonparametric estimation is the kernel method [8]-[16]. Pros of the kernel method: easy to compute and always work. Basically estimations of one-dimensional distribution function a random variables were studied. It was supposed also that measurements are made without errors. In the present work we make both theoretical and computer research of estimations of multivariate estimators of the distribution function at quantal response and in case when measurements are made with an error having normal distribution. Also we offer the procedure of reduction of a measurement error.

## 2 Problem Formulation

Let $\left(\boldsymbol{U}_{1}, W_{1}\right),\left(\boldsymbol{U}_{2}, W_{2}\right), \ldots,\left(\boldsymbol{U}_{n}, W_{n}\right)$ be independent, identically distributed (iid.) random ( $d+1$ )vectors where $\left\{\boldsymbol{U}_{i}\right\}, 1 \leq i \leq n$, is $d$-vectors with bounded continuous density $f(\boldsymbol{x}), W_{i}=I\left(\boldsymbol{X}_{i}<\boldsymbol{U}_{i}\right)$ is the indicator of an event $\left(\boldsymbol{X}_{i}<\boldsymbol{U}_{i}\right), d$-vectors $\boldsymbol{X}_{i}$ has distribution function $Q(\boldsymbol{x})=\mathbf{P}(\boldsymbol{X}<\boldsymbol{x})$ and continuous density $q(x)>0$. The problem is to estimate the distribution function $Q(x)$ from the sample $\mathbf{U}^{(n)}=\left\{\left(\boldsymbol{U}_{i}, W_{i}\right), 1 \leq i \leq n\right\}$.

Usually as an estimate of $Q(\boldsymbol{x})$ nonparametric estimators are used.

In a case $d=1$ kernel estimators

$$
\begin{equation*}
\hat{Q}_{n}(x)=S_{2 n}(x) / S_{1 n}(x), \tag{1}
\end{equation*}
$$

are applied, where $S_{j n}(x)=\frac{1}{n h} \sum_{i=1}^{n} W_{i}^{j-1} L\left(\frac{u_{i}-x}{h}\right)$, $j=1,2$ and the kernel $L(x)$ is nonnegative even function, and $\int L(x) d x=1$. We have $\hat{F}_{n}(x)=0$ if $S_{1 n}(x)=0$. As $h$ we take $h=n^{-1 / 5}$.
S.S.Yang [13] proposed as regression function $Q(x)=\mathbf{E}(W \mid U=x)$ the statistic $Q_{n}^{*}(x)$ of the form

$$
\begin{equation*}
Q_{n}^{*}(x)=\frac{1}{n h} \sum_{i=1}^{n} L\left(\frac{i / n-F_{n}(x)}{h}\right) W_{n}^{[i]}, \tag{2}
\end{equation*}
$$

where $F_{n}(x)=n^{-1} \sum_{i=1}^{n} I\left(U_{i}<x\right)$ is the empirical distribution function random variable (r.v.) $U$, identically distributed with rv's $U_{1}, U_{2}, \ldots, U_{n}$. Let $U_{n}^{(1)}<\ldots<U_{n}^{(i)}<\ldots<U_{n}^{(n)}$ be order statistics, and $W_{n}^{[i]}$ pared with $U_{n}^{(i)}$ is called concomitant of the $i$-th order statistics in the sample $U^{(n)}$.

Let $k=k(n)$ be a sequence of positive integers, and $\rho=\rho_{n}$ be the Euclidean distance between $x$ and its $k$-th nearest neighbor. The nearest neighbor estimate is

$$
\begin{equation*}
\tilde{Q}_{n}(x)=T_{2 n}(x) / T_{1 n}(x), \tag{3}
\end{equation*}
$$

where $T_{j n}(x)=\frac{1}{n \rho} \sum_{i=1}^{n} W_{i}^{j-1} L\left(\frac{u_{i}-x}{\rho}\right)$.

Let's notice that the estimate (2) is also a nearest neighbor estimate, but now neighbors are defined in terms of distance based on the empirical distribution function.

The estimate $\hat{Q}_{n}(x)$ has variance
$\sigma_{1}^{2}=\left(Q(x)(1-Q(x))\|L\|^{2} / f(x)\right)(1+o(1 /(n h)) \quad$ (see, [16]), where $\|L\|^{2}=\int L^{2}(x) d x$, therefore, if the density $f(x)=0$, then this case is better to use the estimate (2).

Consider an estimate of $Q(\boldsymbol{x})$ given by

$$
\begin{equation*}
\hat{Q}_{n}(x)=\frac{T_{2 n}(x)}{T_{1 n}(x)}, \tag{4}
\end{equation*}
$$

where
$T_{2 n}(\boldsymbol{x})=\frac{1}{n \rho^{d}} \sum_{j=1}^{n} W_{j} L\left(\frac{\boldsymbol{U}_{j}-\boldsymbol{x}}{\rho}\right)=\frac{1}{n} \sum_{j=1}^{n} W_{j} L_{\rho}\left(\boldsymbol{U}_{j}-\boldsymbol{x}\right)$,
$T_{1 n}(\boldsymbol{x})=\frac{1}{n \rho^{d}} \sum_{j=1}^{n} L\left(\frac{\boldsymbol{U}_{j}-\boldsymbol{x}}{\rho}\right)=\frac{1}{n} \sum_{j=1}^{n} L_{\rho}\left(\boldsymbol{U}_{j}-\boldsymbol{x}\right)$,
$\rho=\rho_{n}(\boldsymbol{x})$ is the Euclidean distance between $\boldsymbol{x}$ and $k$ th nearest neighbor of $\boldsymbol{x}$ among the $\boldsymbol{U}_{j}$ 's, $L(\boldsymbol{x})$ is a bounded integrable weight function with $\int L(\boldsymbol{u}) d \boldsymbol{u}=1, k=k(n)$ is a sequence of positive integer such that $k \rightarrow \infty, k / n \rightarrow 0$ as $n \rightarrow \infty$.

However the real data which we observe have measurement errors [3], [17]. Data measured with errors occur frequently in many scientific fields. Ignoring measurement error can bring forth biased estimates and lead to erroneous conclusions to various degrees in a data analysis. We will assume that the data measurements are made with an error, which is a random variable with a known or an unknown continuous distribution function $G(x)$ and density $g(x)$. In other words, instead of the data $\left(\boldsymbol{U}_{i}, W_{i}\right), 1 \leq i \leq n$, (direct data) we observe $\left(\boldsymbol{Y}_{i}, W_{i}\right), 1 \leq i \leq n$, where $\boldsymbol{Y}_{i}=\boldsymbol{U}_{i}+\boldsymbol{\varepsilon}_{i}, \quad W_{i}=I\left(\boldsymbol{X}_{i}<\boldsymbol{U}_{i}\right)$ (indirect data). How can limit distributions of estimator $\hat{Q}_{n}(\boldsymbol{x})$ change? In this paper we consider also the limit distributions of the estimators

$$
\begin{equation*}
\hat{Q}_{n}(x)=\frac{T_{2 n}(x)}{T_{1 n}(x)}, \tag{5}
\end{equation*}
$$

where
$T_{2 n}(\boldsymbol{x})=\frac{1}{n} \sum_{j=1}^{n} W_{j} L_{\rho}\left(\boldsymbol{Y}_{j}-\boldsymbol{x}\right), T_{1 n}(\boldsymbol{x})=\frac{1}{n} \sum_{j=1}^{n} L_{\rho}\left(\boldsymbol{Y}_{j}-\boldsymbol{x}\right)$.

## 3 Preliminary Results

3.1. Asymptotic Normality of Linear Func-
tions of Concomitants of Order Statistics

At the beginning we will quote results of work [8]. Let $\left(\boldsymbol{X}_{i}^{\top}, Y_{i}\right)^{\top}$ be a $\boldsymbol{R}^{N+1}$-valued time-series process on the probability space $(\Omega, A, \mathbf{P})$. Let $Y_{n}^{(1)}<\ldots<Y_{n}^{(i)}<\ldots<Y_{n}^{(n)}$ be the order statistics; and $\boldsymbol{X}_{n}^{[n]}$ paired with $Y_{n}^{(i)}$ is called the concomitant of the $i$-th order statistics in the sample $\left\{\boldsymbol{X}_{n}^{[i]}, Y_{n}^{(i)}\right\}_{i=1}^{n}$.

In [8] it is prove the $\sqrt{n}$-asymptotic normality, under fairly mild regularity conditionals sush as

$$
\begin{align*}
& A\left(F_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} J(i / n) b\left(\boldsymbol{X}_{n}^{[i]}, Y_{n}^{(i)}\right)= \\
& =\int_{\boldsymbol{R}^{N+1}} J\left(F_{n}(y)\right) b(\boldsymbol{x}, y) d F_{n}(\boldsymbol{x}, y) \tag{6}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{g}\left(Y_{n}(\alpha) ; \beta\right)=\frac{1}{(n-1) h_{n}} \sum_{s=1}^{n-1}\left[Y_{n}^{*[s]}-W_{n}^{[s]}\right] \times \\
& \quad \times K\left(\frac{F_{n}\left(Y_{n}(\alpha)-s /(n-1)\right)}{h_{n}}\right), \tag{7}
\end{align*}
$$

where $J(\cdot)$ is a bounded smooth score function and $b(\boldsymbol{x}, y)$ is some $\boldsymbol{R}$-valued known function of $\left(\boldsymbol{x}^{\top}, y\right)^{\top} \in \boldsymbol{R}^{N+1}, F_{T}(\cdot)$ is the empirical distribution function; $K(\cdot)$ is a kernel (weight) function; $Y_{i}^{*}=g\left(\boldsymbol{Z}_{i}^{* \top} \boldsymbol{\alpha}\right)+\boldsymbol{X}_{i}^{* \top} \boldsymbol{\beta}+\varepsilon_{i}, \boldsymbol{Z}_{i}^{* \top}$ and $\boldsymbol{X}_{i}^{* \top}$ are random covariate vectors; $g(\cdot)$ represents an unknown, possibly non-differentiable, function; $\varepsilon$ denote i.i.d. mean-zero random errors; $Y_{t}(\alpha)=Z_{t}^{* \top} \boldsymbol{\alpha}$, $W_{t}(\beta)=\boldsymbol{X}_{t}^{* \top} \boldsymbol{\beta}$; and $\boldsymbol{X}_{n}^{[s]}(\beta)=\left(Y_{n}^{[s]}, W_{n}^{[s]}(\beta)\right)$ denotes a vector of the concomitant of the order statistics $Y_{n}^{(s)}(\alpha)$ in the sample $\left\{\left(Y_{1}^{*}, W_{1}(\beta), Y_{1}(\alpha)\right), \ldots\right.$,
$\left(Y_{t-1}^{*}, W_{t-1}(\beta), Y_{t-1}(\alpha)\right),\left(Y_{t+1}^{*}, W_{t+1}(\beta), Y_{t+1}(\alpha)\right), \ldots$, $\left.\left(Y_{n}^{*}, W_{n}(\beta), Y_{n}(\alpha)\right)\right\}$.

Stute [22] shows that in the i.i.d. case, the asymptotic behavior of $\hat{g}(y ; \beta)$ is the same as that of

$$
\begin{equation*}
\hat{g}^{*}(y ; \beta)=\frac{1}{n-1} \sum_{s=1}^{n-1} J(s /(n-1))\left\{Y_{n}^{*[s]}-W_{n}^{[s]}\right\} \tag{8}
\end{equation*}
$$

where
$J_{n}(s /(n-1))=h_{n}^{-1} K\left((F(y)-s /(n-1)) / h_{n}\right)$.
Let T be a measure-preserving, I denote the Borel algebra of invariant sets $A \in A$ such that $\mathrm{T}^{-1} A=A$. Let the quantity $\|A\|_{p}$ is the $L_{p}$-norm of $A$, i.e. $\left\{\mathbf{E}\left[|A|^{p}\right]\right\}^{1 / p} ;\|A\|_{p, \text {, }}$ is the $L_{p}$-norm of $A$ condotional on $/$, i.e. $\left\{\mathbf{E}\left[|A|^{p} \mid I\right]\right\}^{1 / p}$.

Let

$$
\begin{aligned}
& m_{b}(y ; \mid)=\mathbf{E}(b(\boldsymbol{X}, Y) \mid Y=y, I), \\
& m_{b}(y)=\mathbf{E}(b(\boldsymbol{X}, Y) \mid Y=y) .
\end{aligned}
$$

The following regularity conditions are introduced in [8].
C1 Moment Bounds:
For a given integer, $p>1$, $\max \left\{\left\|b\left(\boldsymbol{X}_{1}, Y_{1}\right)\right\|_{p, \mathrm{I}},\left\|b\left(\boldsymbol{X}_{1}, Y_{1}\right)\right\|_{2 p /(p-1), I}\right\}<\infty$.
C2 Conditional Moments:
(a) $\left\|m_{b}^{\prime}\left(Y_{1} ; \mid\right)\right\|_{p^{*}, l}<\infty$, where $m_{b}^{\prime}(\cdot ; \mid)$ is the first derivative of $m_{b}(\cdot ; \|)$.
(b)
$\lim _{T \rightarrow \infty} \| \sup _{y} \mid \mathbf{P}\left(Y_{T} \leq y \mid F_{Y_{0}}\right)-F\left(y|I| \|_{q^{*}, \mathrm{I}}=0\right.$,
where $p^{*}$ and $q^{*}$ are such integers that
$1 / p^{*}+1 / q^{*}=1+(p-1) / p$.
C3 Conditional Joint Moments:
(a)

$$
\begin{aligned}
& \sum_{t=1}^{\infty}\| \| m_{b}\left(Y_{t} ; \mathrm{F}_{Y_{0}}\right)-m_{b}\left(Y_{t} ; \mid\right)\left\|_{2, \mathrm{~F}_{Y_{0}}}\right\|_{p /(p-1), I}<\infty \\
& \text { (b) } \sum_{t=1}^{\infty} \| \| \mathbf{E}\left(b\left(\boldsymbol{X}_{t}, Y_{t}\right) b\left(\boldsymbol{X}_{0}, Y_{0}\right)\left|\mathrm{F}_{Y_{t}},\right|\right)- \\
& \quad-m_{b}\left(Y_{t} ; \mid\right) m_{b}\left(Y_{0} ; \mid\right) \|_{p /(p-1), I}<\infty .
\end{aligned}
$$

Theorem 1 [8]. Suppose that Assumptions C1,C2, and C3 hold. Then

$$
\sqrt{n}\left(A\left(F_{n}\right)-A(F)\right) \underset{n \rightarrow \infty}{\stackrel{d}{\rightarrow}} N\left(0, \sigma_{W}^{2}(\mathrm{I})\right),
$$

where $\sigma_{W}^{2}(\mathrm{I})=\mathbf{E}\left(W_{1}^{* 2} \mid \mathrm{I}\right)=\mathbf{E}\left(W_{0}^{2} \mid \mathrm{I}\right)$.

### 3.2. Distribution of $\boldsymbol{k}$-Nearest Neighbour Distances

Let us first consider the probability density $p(\boldsymbol{x})$ of the distance $\rho$ between $\boldsymbol{x}$ and the $k$ th nearest neighbor $\boldsymbol{x}$. Let $S_{r}=\{\mathbf{z}:\|\mathbf{z}-\boldsymbol{x}\|<r\}, \quad G(r)=\mathbf{P}\left(S_{r}\right)$, and

$$
\begin{align*}
G^{\prime}(r)=\lim _{\delta \rightarrow 0} \frac{1}{\delta}\left[\int_{S_{r+\delta}}\right. & \left.f(\boldsymbol{t}) d \boldsymbol{t}-\int_{S_{r}} f(\boldsymbol{t}) d \boldsymbol{t}\right]= \\
& =\int_{\|x-t\|=r} f(\boldsymbol{t}) d \sigma(\boldsymbol{t}) \tag{9}
\end{align*}
$$

where $\mathbf{P}$ is the probability measure with density $f$, and $\sigma$ is the surface area of the sphere $\|\boldsymbol{x}-\boldsymbol{t}\|=r$,
$c_{d}=\frac{\pi^{d / 2} r^{d}}{\Gamma((d+2) / 2)}, \beta_{d}=d \cdot c_{d}$.
Thus the density of $\rho$ is

$$
\begin{equation*}
p_{n}(r)=\frac{n!}{(k-1)!(n-k)!} G^{k-1}(r)(1-G(r))^{n-k} G^{\prime}(r) \tag{10}
\end{equation*}
$$

The joint density of the $k$ th nearest neighbor $\boldsymbol{h}$, the $k-1$ observations $\boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}, \ldots, \boldsymbol{Y}_{k-1}$ falling within the sphere about $\boldsymbol{x}$ whose radius is determined by $\boldsymbol{x}$ and $\boldsymbol{h}$, and the remaining $(n-k)$ observations $\boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \ldots, \boldsymbol{V}_{n-k}$ falling outside this sphere, is given as following. Consider the joint density of $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$. There are $n$ choices possible for $\boldsymbol{h}$. Given that $\boldsymbol{h}$ is chosen, there are $\binom{n-1}{k-1}$ possible choices for the $k-1$ observations falling within the sphere (and this determines the $n-k$ falling outside the sphere). The joint density of $\boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}, \ldots, \boldsymbol{Y}_{k-1}, \boldsymbol{V}_{1}, \boldsymbol{V}_{2}, \ldots, \boldsymbol{V}_{n-k}$ and $\boldsymbol{h}$ is then (see, [15],[19])

$$
\begin{align*}
& p\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{k-1} ; \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{n-k} ; \boldsymbol{h} \mid r\right)= \\
& =n\binom{n-1}{k-1}\left\{\prod_{j=1}^{k-1} f\left(\boldsymbol{y}_{j}\right) \delta\left(\boldsymbol{y}_{j}, S_{r}\right)\right\} \times \\
& \times\left\{\prod_{l=1}^{n-k} f\left(\boldsymbol{v}_{l}\right) \delta\left(\boldsymbol{v}_{l},\left(\bar{S}_{r}\right)^{c}\right)\right\} f(\boldsymbol{h}), \tag{11}
\end{align*}
$$

where

$$
\delta(\mathbf{z}, A)=\left\{\begin{array}{l}
1 \text { if } \mathbf{z} \in A \\
0 \text { otherwise }
\end{array}\right.
$$

$\left(\bar{S}_{r}\right)^{c}$ is the complement of $\bar{S}_{r}$. This implies that the conditional distribution of the the $\boldsymbol{Y}_{j}$ 's, $\boldsymbol{V}_{l}$ 's and $h$ given $\rho=r$ is

$$
\begin{align*}
& p\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{k-1} ; \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{n-k} ; \boldsymbol{h} \mid r\right)= \\
& \quad=\prod_{j=1}^{k-1}\left(\frac{f\left(\boldsymbol{y}_{j}\right)}{G(r)}\right) \prod_{l=1}^{n-k}\left(\frac{f\left(\boldsymbol{v}_{l}\right)}{1-G(r)}\right) \frac{f(\boldsymbol{h})}{G^{\prime}(r)}, \tag{12}
\end{align*}
$$

so that the $\boldsymbol{Y}_{j}$ 's, $\boldsymbol{V}_{l}$ 's and $\boldsymbol{h}$ are conditionally independent given $\rho=r$ with respective marginal densities

$$
\begin{aligned}
& \quad \frac{f\left(\boldsymbol{y}_{j}\right)}{G(r)}, \frac{f\left(\boldsymbol{v}_{l}\right)}{1-G(r)} \text {, and } \frac{f(\boldsymbol{h})}{G^{\prime}(r)}, \\
& \{\boldsymbol{y}:\|\boldsymbol{x}-\boldsymbol{y}\|<r\},\{\boldsymbol{v}:\|\boldsymbol{x}-\boldsymbol{v}\|>r\},\{\boldsymbol{h}:\|\boldsymbol{x}-\boldsymbol{h}\|=r\}
\end{aligned}
$$

where the conditional density of $\boldsymbol{h}$ given $\rho$ is to be integrated with respect to the surface measure on the sphere of radius $r$ about $\boldsymbol{x}$.

We are interested in computing moments of various functions of $\rho$. It is clear from what has been stated above that $\rho$ has the same distribution as $G^{-1}(\xi)$, where $\xi$ is the $k$ th order statistic from an i.i.d. uniform $(0,1)$ sample of size $n$. If we just assume $f$ is bounded and continuous we have

$$
G(r)=\int_{B_{r}} f(\boldsymbol{u}) d \boldsymbol{u}=c_{d} f(\boldsymbol{x}) r^{d}+
$$

$$
+\int_{B_{r}}(f(\boldsymbol{u})-f(\boldsymbol{x})) d \boldsymbol{u}=c_{d} f(\boldsymbol{x}) r^{d}+o\left(r^{d}\right)
$$

as $r \downarrow 0$.
Then $t=G(r)$ it follows that when $f(x)>0$
$\left(G^{-1}(t)\right)^{\lambda}=r^{\lambda}=\left(\frac{t}{c_{d} f(x)}\right)^{\lambda / d}+o\left(t^{\lambda / d}\right)$.
In addition, from Theorem 1 [17] we have

$$
\begin{align*}
& G^{-1}(z)=\left[\frac{z}{c_{0} f(x)}\right]^{1 / d}- \\
& -\left\{\frac{c_{2} \nabla^{2} f(x)}{2 p c_{0} f(\boldsymbol{x})}\right\} \cdot\left\{\frac{z}{c_{0} f(\boldsymbol{x})}\right\}^{3 / d}+o\left(z^{3 / d}\right) \tag{14}
\end{align*}
$$

under conditions
$\int\|\boldsymbol{y}\|^{2} L(\boldsymbol{y}) d \boldsymbol{y}<\infty, \int L(\boldsymbol{y}) d \boldsymbol{y}=1$,
$\int y_{i} L(\boldsymbol{y}) d \boldsymbol{y}=\int y_{i} y_{j} L(\boldsymbol{y}) d \boldsymbol{y}=0, i \neq j$,
$\int y_{i}^{2} L(\boldsymbol{y}) d \boldsymbol{y}>0$ for any $i$.

## 4 Main Results

### 4.1. Direct Data

Let's consider a difference $\hat{Q}_{n}(\boldsymbol{x})-Q(\boldsymbol{x})$.
We have (see [16])

$$
\begin{align*}
& \tau_{n}(x)= \\
= & \frac{T_{2 n}(x)\left(f(x)-T_{1 n}(x)\right)}{T_{1 n}(x) f(x)}+\frac{\left(T_{2 n}(x)-Q(x) f(x)\right)}{f(x)} . \tag{15}
\end{align*}
$$

If we show that $T_{1 n}(x)-f(x) \xrightarrow[n \rightarrow \infty]{p} 0$ and
$T_{2 n}(x)-Q(x) f(x) \xrightarrow[n \rightarrow \infty]{p} 0$, then from Slutsky's theorem (see [18], p.388, Theorem A.102), owing to boundedness of $Q(x) f(x)$ and using that $f(x) \geq c_{0}>0$ we obtain the convergence $\tau_{n}(x)$ in probability to zero as $n \rightarrow \infty: \tau_{n}(\boldsymbol{x}) \xrightarrow[n \rightarrow \infty]{p} 0$ for every fixed $\boldsymbol{x}$. Besides, from this relation we receive the limiting distribution of $\tau_{n}(x)$.
Let's consider the characteristic function $\varphi_{1 n}(\theta)$ of the statistic $T_{1 n}(\mathbf{x})$. Let

$$
\varphi_{1 n}(\theta)=\mathbf{E}\left(\exp \left(i \theta T_{1 n}(x)\right)\right) .
$$

From (3) we derive
$\varphi_{1 n}(\theta)=\int\left(\psi_{1 n}(\theta, r)\right)^{k-1} \psi_{2 n}(\theta, r)\left(\psi_{3 n}(\theta, r)\right)^{n-k} p_{n}(r) d r$,
where
$\psi_{1 n}(\theta, r)=\int_{\|y-x\|<r} \exp \left(\frac{i \theta}{n} Q(y) L_{r}(\boldsymbol{y}-\boldsymbol{x})\right) \frac{f(\boldsymbol{y})}{G(r)} d \boldsymbol{y}$,
$\psi_{2 n}(\theta, r)=\int_{\|t-x\|=r} \exp \left(\frac{i \theta}{n} Q(\boldsymbol{t}) L_{r}(\boldsymbol{t}-\boldsymbol{x})\right) \frac{f(\boldsymbol{t})}{1-G(r)} d \boldsymbol{t}$
$\psi_{3 n}(\theta, r)=\int_{\| v-x| | r r} \exp \left(\frac{i \theta}{n} Q(v) L_{r}(\boldsymbol{v}-\boldsymbol{x})\right) \frac{f(\boldsymbol{v})}{1-G(r)} d \boldsymbol{v}$.
By (5), the first term is equals
$\psi_{1 n}(\theta, r)=\frac{1}{G(r)} \int_{\|\boldsymbol{u}\|<r} \exp \left(\frac{i \theta}{n} L_{r}(\boldsymbol{u})\right) f(\boldsymbol{x}-\boldsymbol{u} r) d \boldsymbol{u}$.
Lemma 1 [16]. For every $\alpha \in \mathbf{R}^{1}$ and $n \geq 0$,

$$
\begin{equation*}
\left|e^{i \alpha}-\sum_{k=0}^{n} \frac{(i \alpha)^{k}}{k!}\right| \leq \min \left\{\frac{|\alpha|^{n+1}}{(n+1)!}, \frac{2|\alpha|^{n}}{n!}\right\} . \tag{21}
\end{equation*}
$$

Now, in virtue of the condition (4) on the kernel $L(x)$, using the fact that $L(x) \leq M_{1}, f(x) \leq M_{2}$, applying the results of the Lemma 1 , we conclude that

$$
\begin{gather*}
\left\lvert\, \int_{|u| \mid r}\left(\exp \left(\frac{i \theta}{n} L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)-1-\frac{1}{n}\left(i \theta L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)-\right.\right. \\
\left.\quad-\frac{1}{2 n^{2}}\left(i \theta L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)^{2}\right) f(\boldsymbol{u}) d \boldsymbol{u} \mid \leq \\
\quad \leq \frac{1}{6 n^{3}} \int_{|u| \mid r r}|\theta|^{3}\left(L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)^{3} f(\boldsymbol{u}) d \boldsymbol{u}= \\
\quad=\frac{|\theta|^{3}}{6 n^{3} r^{2 p}} \int_{\| u \mid<1} L^{3}(\boldsymbol{u}) f(\boldsymbol{x}-\boldsymbol{u r}) d \boldsymbol{u} \leq \\
\frac{|\theta|^{3} M_{1}^{3} M_{2}}{6 n^{3} r^{2 d}}=\frac{|\theta|^{3} M_{1}^{3} M_{2} c_{d} f^{2}(\boldsymbol{x})}{6 n k^{2}} . \tag{22}
\end{gather*}
$$

Hence,

$$
\begin{gather*}
\int_{\| u \mid<r}\left(\exp \left(\frac{i \theta}{n} L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)-1-\frac{1}{n}\left(i \theta L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)-\right. \\
\left.-\frac{1}{2 n^{2}}\left(i \theta L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)^{2}\right) f(\boldsymbol{u}) d \boldsymbol{u}=O\left(k^{-3}\right) \tag{23}
\end{gather*}
$$

Further,

$$
\begin{align*}
& \int_{\| t| | r}\left|\exp \left(\frac{i \theta}{n} L_{r}(\boldsymbol{t})\right)-1\right| \frac{f(\boldsymbol{x}+\boldsymbol{t})}{G^{\prime}(r)} d \boldsymbol{t} \leq \\
& \quad \leq \frac{|\theta|}{n} \int_{\|u\|=1} L(\boldsymbol{u}) \frac{f(\boldsymbol{x}+\boldsymbol{u r})}{G^{\prime}(r)} d \boldsymbol{u}=O\left(\frac{1}{n}\right), \tag{24}
\end{align*}
$$

thus $\psi_{2 n}(\theta, r) \rightarrow 1$ as $n \rightarrow \infty$.
Similarly,

$$
\begin{aligned}
& \mid \int_{||u| r r}\left(\exp \left(\frac{i \theta}{n} L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)-1-\right. \\
&\left.-\frac{1}{n}\left(i \theta L_{r}(\boldsymbol{x}-\boldsymbol{u})\right)\right) f(\boldsymbol{u}) d \boldsymbol{u} \mid \leq \\
& \quad \leq \frac{\theta^{2}}{2 n^{2}} \int_{\| u \mid r r}\left(L_{r}(\boldsymbol{u}-\boldsymbol{x})\right)^{2} f(\boldsymbol{u}) d \boldsymbol{u}=
\end{aligned}
$$

$$
\begin{gather*}
=\frac{\theta^{2}}{2 n^{2} r^{d}} \int_{\|\boldsymbol{u}\|>1}(L(\boldsymbol{u}))^{2} f(\boldsymbol{x}-\boldsymbol{u} r) d \boldsymbol{u} \leq \frac{\theta^{2} M_{1}^{2} M_{2}}{2 n^{2} r^{d}}= \\
=\frac{\theta^{2} M_{1}^{2} M_{2} c_{d} f(\boldsymbol{x})}{2 n k}=O\left(\frac{1}{n k}\right)=o\left(\frac{1}{n}\right) \tag{25}
\end{gather*}
$$

For further we use the results of works [15] under the conditions of Theorem 1

$$
\begin{align*}
& \mathbf{E}\left(T_{1 n}(x)\right)=f(x)+\frac{a_{d}}{(f(x))^{2 / d}} P(f)(x)\left(\frac{k}{n}\right)^{2 / d}+ \\
& +\frac{c_{d} f(x)}{k} \int_{\|u\|=1} L(\boldsymbol{u}) d \Sigma_{0}+o\left(\left(\frac{k}{n}\right)^{2 / d}+\frac{1}{k}\right) \tag{26}
\end{align*}
$$

where $P(f)(\boldsymbol{x})=\sum_{i, j} \int u_{i} u_{j} L(\boldsymbol{u}) d \boldsymbol{u} D_{i} D_{j} f(\boldsymbol{x})$,
$H_{f}(x)=\left(D_{i} D_{j} f(x)\right)-$ Hessian matrix,
$\mathbf{D}\left(T_{1 n}(\boldsymbol{x})\right)=\frac{c_{d} f^{2}(x)}{k} \int L^{2}(\boldsymbol{u}) d \boldsymbol{u}+o\left(\frac{1}{k}\right)$,
$a_{d}=(\Gamma((d+2) / 2))^{2 / d} /(2 \pi)$,
and, accordingly,

$$
\begin{align*}
& \frac{1}{n} \int_{\|\boldsymbol{v}\|>r} L_{r}^{2}(\boldsymbol{v}-\boldsymbol{x}) \frac{f(\boldsymbol{v})}{1-G(r)} d \boldsymbol{v}= \\
& \quad=\frac{c_{d} f^{2}(\boldsymbol{x})}{k} \int L^{2}(\boldsymbol{u}) d \boldsymbol{u}+o\left(\frac{1}{k}\right) . \tag{28}
\end{align*}
$$

Therefore uniformly in $\theta \in[-T, T]$, where $T$ is a real number

$$
\begin{align*}
& \int \exp \left(i \theta n^{-1} L_{r}(\boldsymbol{u}-\boldsymbol{x})\right) f(\boldsymbol{u}) d \boldsymbol{u}= \\
& \quad=1+i \theta f(\boldsymbol{x}) k^{-1}-(1 / 2) \theta^{2} c_{d} f^{2}(\boldsymbol{x})\|L\|^{2} k^{-1}+ \\
& \quad+o\left(k^{-1}\right),(n \rightarrow \infty) ;\|L\|^{2}=\int L^{2}(\boldsymbol{u}) d \boldsymbol{u} \tag{29}
\end{align*}
$$

Decompose $\ln \varphi_{1 n}(t)$ in a series on exponents
$i \alpha-\beta=i \theta \frac{f(x)}{k}-\frac{\theta^{2}}{2} \frac{c_{d} f^{2}(x)\|L\|^{2}}{k}$ to the second term and use the fact that for any real $\alpha$, $|\ln (1+i \alpha)-i \alpha| \leq \frac{\alpha^{2}}{2}$ (see [15]).
Let $\alpha=\theta \frac{f(\boldsymbol{x})}{k}$ and $\beta=\frac{\theta^{2}}{2} \frac{c_{d} f^{2}(x)\|L\|^{2}}{k}$.
Then

$$
\begin{align*}
& \ln (1+i \alpha-\beta)=\ln (1-\beta)+\ln \left(1+\frac{i \alpha}{1-\beta}\right)= \\
& \quad=-\beta+\frac{i \alpha}{1-\beta}+O\left(k^{-2}\right)=-\beta+i \alpha+O\left(k^{-2}\right) \tag{31}
\end{align*}
$$

since
$\beta^{2}=O\left(k^{-2}\right), \frac{\alpha^{2}}{(1-\beta)^{2}} \leq \alpha^{2}=O\left(k^{-2}\right)$, as $|\beta|<\frac{1}{2}$.
Hence

$$
\begin{equation*}
|\ln (1+i \alpha-\beta)-i \alpha+\beta|=O\left(k^{-2}\right) \tag{32}
\end{equation*}
$$

Therefore, as $n \rightarrow \infty$,

$$
\begin{gather*}
\mid \ln \left(1+i \theta f(x) k^{-1}-(1 / 2) \theta^{2} c_{d} f^{2}(x)\|L\|^{2} k^{-1}\right)- \\
-\left(i \theta f(x) k^{-1}-(1 / 2) \theta^{2} c_{d} f^{2}(x)\|L\|^{2} k^{-1}\right) \mid= \\
=O\left(k^{-2}\right)=o\left(k^{-1}\right), \tag{33}
\end{gather*}
$$

since a function $f(\boldsymbol{x})$ for a fixed $\boldsymbol{x}$ is bounded, and $\|L\|^{2}<\infty, \theta \in[-T, T]$, then $o(1)$ converges uniformly to zero.

Since $b_{1 n} p_{n}\left(b_{1 n} r+b_{0 n}\right)$, where $b_{1 n}, b_{0 n}$ - appropriate normalizing multipliers, converges uniformly on any bounded interval $(-C, C), C>0$ to the density of the limit distribution (see [20]), and, given that the probability of hitting $b_{1 n}^{-1}\left(\rho-b_{0 n}\right)$ into intervals $(-\infty,-C],[C, \infty)$ tend to zero (see [18)), and the function $\exp \left(i \theta f(x) k^{-1}-(1 / 2) \theta^{2} c_{d} f^{2}(x)\|L\|^{2} k^{-1}\right)$ is bounded, we have that

$$
\begin{align*}
& \mathbf{E}\left(\exp \left(i t \sqrt{k}\left(T_{1 n}(x)-f(x)\right)\right)\right) \rightarrow \\
& \quad \rightarrow \exp \left(-(1 / 2) \theta^{2} c_{d} f^{2}(\boldsymbol{x})\|L\|^{2}\right) \tag{34}
\end{align*}
$$

as $n \rightarrow \infty$. Now from convergence of characteristic functions follows, that

$$
\sqrt{k}\left(T_{1 n}(x)-f(x)\right) \underset{n \rightarrow \infty}{d} N\left(0, c_{d} f^{2}(x)\|L\|^{2}\right),
$$

Whence also follows that

$$
\begin{equation*}
T_{1 n}(\boldsymbol{x})-f(x) \xrightarrow[n \rightarrow \infty]{\stackrel{p}{\rightarrow}} 0 . \tag{35}
\end{equation*}
$$

We now show that

$$
\begin{align*}
& \sqrt{k}\left(T_{2 n}(x)-Q(x) f(x)\right) \xrightarrow[n \rightarrow \infty]{\stackrel{d}{\rightarrow}} \\
& \quad \rightarrow N\left(0, c_{d} Q^{2}(x) f^{2}(x)\|L\|^{2}\right) . \tag{36}
\end{align*}
$$

Let

$$
\begin{aligned}
& \varphi_{2 n}(\theta)=\mathbf{E}\left(\exp \left(i \theta T_{2 n}(\boldsymbol{x})\right)\right)= \\
& \left.\quad=\mathbf{E}\left(\exp \left(i \theta n^{-1} \sum_{j=1}^{n} I\left(\boldsymbol{X}_{j}<\boldsymbol{U}_{j}\right) L_{\rho}\left(\boldsymbol{U}_{j}-\boldsymbol{x}\right)\right)\right)\right) .
\end{aligned}
$$

Passing on first to the conditional expectation provided $\boldsymbol{U}_{j}$, and then arguing as above with respect to the characteristic function of the statistics $T_{1 n}(\boldsymbol{x})$, we obtain the following representation

$$
\begin{equation*}
\varphi_{2 n}(\theta)=\int\left(\lambda_{1 n}(\theta, r)\right)^{k-1} \lambda_{2 n}(\theta, r)\left(\lambda_{3 n}(\theta, r)\right)^{n-k} p_{n}(r) d r, \tag{37}
\end{equation*}
$$

where
$\lambda_{1 n}(\theta, r)=\int_{\|\boldsymbol{y}-\boldsymbol{x}\|<r} \exp \left(\frac{i \theta}{n} Q(\boldsymbol{y}) K_{r}(\boldsymbol{y}-\boldsymbol{x})\right) \frac{f(\boldsymbol{y})}{G(r)} d \boldsymbol{y}$,
$\lambda_{2 n}(\theta, r)=\int_{\|t-x\|=r} \exp \left(\frac{i \theta}{n} Q(\boldsymbol{t}) K_{r}(\boldsymbol{t}-\boldsymbol{x})\right) \frac{f(\boldsymbol{t})}{G^{\prime}(r)} d \boldsymbol{t}$,
$\lambda_{3 n}(\theta, r)=\int_{\|v-x\|>r} \exp \left(\frac{i \theta}{n} Q(v) K_{r}(v-x)\right) \frac{f(v)}{1-G(r)} d v$.
Repeating the above arguments, but for functions $\lambda_{1 n}(\theta, r), \lambda_{2 n}(\theta, r), \lambda_{3 n}(\theta, r)$ and $\varphi_{2 n}(\theta)$, we find that
$\sqrt{k}\left(T_{2 n}(x)-Q(x) f(x)\right) \underset{n \rightarrow \infty}{d} N\left(0, c_{d} Q^{2}(x) f^{2}(x)\|K\|^{2}\right) .($
Thus we have the following result.
Theorem 2. Let the density be bounded and there is a third continuous bounded partial derivatives $f(\boldsymbol{x})$ and $Q(\boldsymbol{x}), \int\|\boldsymbol{u}\|^{2} L(\boldsymbol{u}) d \boldsymbol{u}<\infty, \int \boldsymbol{u} L(\boldsymbol{u}) d \boldsymbol{u}=\mathbf{0}$.
Then
(i) $\sqrt{k}\left(T_{1 n}(\boldsymbol{x})-f(\boldsymbol{x})\right) \xrightarrow[n \rightarrow \infty]{\stackrel{d}{\rightarrow}} N\left(0, c_{d} f^{2}(\boldsymbol{x})\|L\|^{2}\right)$,
(ii) $\sqrt{k}\left(T_{2 n}(x)-Q(x) f(x)\right) \xrightarrow[n \rightarrow \infty]{\xrightarrow[d]{ }}$

$$
\begin{equation*}
\rightarrow N\left(0, c_{p} f^{2}(x) Q^{2}(x)\|L\|^{2}\right) \tag{43}
\end{equation*}
$$

The following theorem establishes the asymptotic normality of the estimator $\tilde{F}_{n}(x)$ of the distribution function $Q(x)$.

Theorem 3. Let the conditions of Theorem 1 hold. Then
$\sqrt{k}\left(\hat{Q}_{n}(x)-Q(x)\right) \underset{n \rightarrow \infty}{\stackrel{d}{\rightarrow}} N\left(0, Q(x)(1-Q(x))\|L\|^{2}\right)$.
Proof. Let $T_{1}=T_{1 n}(\boldsymbol{x}), T_{2}=T_{2 n}(\boldsymbol{x})$,

$$
Q f=Q f(x)=Q(x) f(x), f=f(x)
$$

We have [9]:

$$
\begin{aligned}
\frac{T_{2}}{T_{1}}- & \frac{Q f}{f}=\frac{T_{2}-Q f}{f}-\frac{Q f}{f^{2}}\left(T_{1}-f\right)+ \\
& +O_{p}\left(\frac{\left(T_{2}-Q f\right)\left(T_{1}-f\right)}{f^{2}}\right)+O_{p}\left(\frac{Q f\left(T_{1}-f\right)^{2}}{f^{3}}\right)
\end{aligned}
$$

Arguing as in [20] with respect to the statistics $T_{1 n}(\boldsymbol{x})$ and $T_{2 n}(\boldsymbol{x})$, it can be shown that with probability 1

$$
\begin{align*}
& \varlimsup_{n \rightarrow \infty} \sup _{\frac{c \ln n}{n} \leq h \leq 1} \frac{\sqrt{n h}\left\|T_{1}-\mathbf{E}(f)\right\|_{\infty}}{\sqrt{\max (\ln (1 / h), \ln \ln n)}}=k_{1}(c)<\infty,  \tag{45}\\
& \varlimsup_{n \rightarrow \infty} \sup _{\frac{c \ln n}{n} \leq h \leq 1} \frac{\sqrt{n h}\left\|T_{2}-\mathbf{E}(Q f)\right\|_{\infty}}{\sqrt{\max (\ln (1 / h), \ln \ln n)}}=k_{2}(c)<\infty . \tag{46}
\end{align*}
$$

where for sufficiently large $n$,
$\left\|\left(\frac{T_{2}}{T_{1}}-F\right)-\frac{T_{2}-Q f}{f}+\frac{Q f}{f^{2}}\left(T_{1}-f\right)\right\|_{\infty} \leq C_{1} \frac{\ln n}{k}$.
Thus,
$\sqrt{k}\left\|\left(\frac{T_{2}}{T_{1}}-F\right)-\frac{T_{2}-Q f}{f}+\frac{Q f}{f^{2}}\left(T_{1}-f\right)\right\|_{\infty} \underset{\substack{p \rightarrow \infty}}{p}$.
Further,

$$
\begin{align*}
& \mathbf{D}\left(\frac{T_{2}}{T_{1}}-Q\right)=\left(\frac{1}{f^{2}} \mathbf{D}\left(T_{2}-Q f\right)+\frac{(Q f)^{2}}{f^{4}} \mathbf{D}\left(T_{1}-f\right)-\right. \\
& \left.=-2 \frac{Q f}{f^{3}} \mathbf{C o v}\left(T_{1}-f, T_{2}-Q f\right)\right)\left(1+O_{p}\left(\frac{\ln ^{2} n}{k^{2}}\right)\right)= \\
& \quad-2 \frac{Q f}{f^{3}} \mathbf{C o v}\left(T_{2}\right)+\frac{(Q f)^{2}}{f^{4}} \mathbf{D}\left(T_{1}\right)- \\
& \quad\left(1+O_{p}\left(\frac{\ln ^{2} n}{k^{2}}\right)\right) \tag{49}
\end{align*}
$$

as $n \rightarrow \infty$.
Consider the expectation $\mathbf{E}\left(T_{1} \cdot T_{2}\right)$.
We have

$$
\begin{align*}
& \mathbf{E}\left(T_{1} \cdot T_{2}\right)=\mathbf{E}\left(\frac{1}{n} \sum_{i=1}^{n} L_{\rho}\left(\boldsymbol{U}_{i}-\boldsymbol{x}\right) \cdot \frac{1}{n} \sum_{i=1}^{n} W_{i} L_{\rho}\left(\boldsymbol{U}_{i}-\boldsymbol{x}\right)\right)= \\
&= \frac{1}{n^{2}} \mathbf{E}\left(\sum_{i=j=1}^{n} W_{i}\left(L_{\rho}\left(\boldsymbol{U}_{i}-\boldsymbol{x}\right)\right)^{2}+\right. \\
&\left.+\sum_{i \neq j} L_{\rho}\left(\boldsymbol{U}_{i}-\boldsymbol{x}\right) W_{j} L_{\rho}\left(\boldsymbol{U}_{j}-\boldsymbol{x}\right)\right) \tag{50}
\end{align*}
$$

By virtue of independent and identically distributed pairs, we conclude that

$$
\begin{align*}
& \mathbf{E}\left(T_{1} \cdot T_{2}\right)=\frac{1}{n} \mathbf{E}\left(W_{1}\left(L_{\rho}\left(\boldsymbol{U}_{1}-\boldsymbol{x}\right)\right)^{2}\right)+ \\
& +\frac{n-1}{n} \mathbf{E}\left(W_{1} L_{\rho}\left(\boldsymbol{U}_{1}-\boldsymbol{x}\right)\right) \mathbf{E}\left(L_{\rho}\left(\boldsymbol{U}_{2}-\boldsymbol{x}\right)\right)= \\
& =\frac{1}{n} \int \mathbf{E}\left(I\left(\boldsymbol{U}_{1}>\boldsymbol{X}_{1}\right) L_{\rho}^{2}\left(\boldsymbol{U}_{1}-\boldsymbol{x}\right) \mid \boldsymbol{U}_{1}=\boldsymbol{u}\right) f(\boldsymbol{u}) d \boldsymbol{u}+ \\
& +\frac{n-1}{n} \int \mathbf{E}\left(I\left(\boldsymbol{X}_{1}<\boldsymbol{U}_{1}\right) L_{\rho}\left(\boldsymbol{U}_{1}-\boldsymbol{x}\right) \mid \boldsymbol{U}_{1}=\boldsymbol{u}\right) f(\boldsymbol{u}) d \boldsymbol{u} \times \\
& \quad \times \int L_{\rho}(\boldsymbol{u}-\boldsymbol{x}) f(\boldsymbol{u}) d \mathbf{u} \tag{51}
\end{align*}
$$

Making the replacement $\mathbf{z}=(\boldsymbol{u}-\boldsymbol{x}) r^{-1}$, we have

$$
\begin{aligned}
& \mathbf{E}\left(T_{1} \cdot T_{2}\right)=\left(n r^{d}\right)^{-1} \int L^{2}(\boldsymbol{u}-\boldsymbol{x}) Q(\mathbf{z r}+\boldsymbol{x}) \times \\
& \quad \times f(\mathbf{z r}+\boldsymbol{x}) d \mathbf{z}+\left(r^{2 d}\right)^{-1}\left(1-n^{-1}\right) \times \\
& \quad \times\left(\int L(\mathbf{z}) Q(\mathbf{z r}+\boldsymbol{x}) f(\mathbf{z r}+\boldsymbol{x}) d \mathbf{z}\right) \times \\
& \quad \times\left(\int L(\mathbf{z}) f(\mathbf{z r}+\boldsymbol{x}) d \mathbf{z}\right), \\
& \left(n r^{d}\right)^{-1} \int L^{2}(\boldsymbol{u}-\boldsymbol{x}) Q(\mathbf{z r}+\boldsymbol{x}) f(\mathbf{z r}+\boldsymbol{x}) d \mathbf{z}=
\end{aligned}
$$

$$
\begin{equation*}
=k^{-1} Q(x) f^{2}(x)\|L\|^{2}+o\left(k^{-1}\right) \tag{52}
\end{equation*}
$$

From the conditions on the kernel $L(x)$ and the conditions on the functions $Q(x), f(x)$, we have

$$
\begin{equation*}
\int L(\mathbf{z}) Q(\mathbf{z r}+\mathbf{x}) f(\mathbf{z r}+\mathbf{x}) d \mathbf{z}=Q(\mathbf{x}) f(\mathbf{x})+o\left(k^{-1}\right) . \tag{53}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& \mathbf{E}\left(T_{1} \cdot T_{2}\right)=Q(x) f^{2}(x)\|L\|^{2} k^{-1}+ \\
& \operatorname{Cov}\left(T_{1}, T_{2}\right)=Q(x) f^{2}(x)\|L\|^{2} k^{-1}+O\left(k^{-2}\right) \\
& \quad \text { So, as } n \rightarrow \infty, \\
& \mathbf{D}\left(\hat{Q}_{n}(\boldsymbol{x})-Q(x)\right)=Q(x)(1-Q(x))\|L\|^{2} k^{-1}(1+o(1)) \text {. } \tag{55}
\end{align*}
$$

Hence we conclude that

$$
\begin{equation*}
\sqrt{k}\left(\tilde{Q}_{n}(x)-Q(x)\right) \underset{n \rightarrow \infty}{d} \varsigma \in N\left(0, Q(x)(1-Q(x))\|L\|^{2}\right) . \tag{56}
\end{equation*}
$$

### 4.2. Indirect Data

Let $Y^{(n)}=\left\{\left(Y_{i}, U_{i}, W_{i}\right), i=1, . ., n\right\}$ be a sequence of tree-dimensional i.i.d. random vectors with probability density function $q(y, u)$ of the pair $\left(Y_{1}, U_{1}\right)$ respect to Lebegue measure and

$$
p(y)=\int_{-\infty}^{\infty} f(y, u) d u, f(u \mid y)=f(u, y) / p(y)
$$

Let

$$
\begin{aligned}
& R(y)=\int_{-\infty}^{\infty} Q(u) f(u \mid y) d u=\frac{m(y)}{p(y)} \\
& m(y)=\int_{-\infty}^{\infty} Q(u) f(y, u) d u \\
& \sigma^{2}(y)=\|L\|^{2} \int_{-\infty}^{\infty} Q(u)(1-Q(u)) f(u \mid y) d u .
\end{aligned}
$$

Consider the statistics

$$
\begin{equation*}
Q_{n}^{*}=Q_{n}^{*}(y)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{i / n-F_{n}(y)}{h}\right) W_{n}^{[i]} \tag{57}
\end{equation*}
$$

and
$Q_{n}^{* *}=Q_{n}^{* *}(y)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{i / n-F(y)}{h}\right) W_{n}^{[i]}$,
where $F_{n}(y)=\frac{1}{n} \sum_{i=1}^{n} I\left(Y_{i}<y\right)$ is the empirical distribution function of Y-observations $y$, $F(y)=\mathbf{P}(Y<y)$ and $W_{n}^{[i]}$ is $i$-th concomitants of order statistics $Y_{n}^{(i)}$.
Theorem 4. Let $\left\{\left(W_{i}, Y_{i}\right), 1 \leq i \leq n\right\}$ be a random sample of size $n$ - that is, a sequence of the independent identically distributed two-dimensional random vectors, where $W_{i}=I\left(X_{i}<U_{i}\right)$. Suppose the following conditions satisfied: the conditional density $f(u \mid y)$
has boundared continuous derivatives to third order inclusive with respect to $y$ at $(x, y)$.

Then

$$
\begin{equation*}
\frac{\sqrt{n}\left(Q_{n}^{*}(y)-R(y)\right)}{\sigma(y)} \underset{n \rightarrow \infty}{\stackrel{d}{\rightarrow}} \xi \in N(0,1) . \tag{59}
\end{equation*}
$$

Proof. Let's notice that $Q_{n}^{*}$ and $Q_{n}^{* *}$ are asymptotically equivalent in mean square. To see this, write

$$
\begin{array}{r}
\frac{1}{h}\left|K\left(\frac{i / n-F_{n}(y)}{n}\right)-K\left(\frac{i / n-F(y)}{n}\right)\right| \leq \\
\leq C_{1} h^{-2}\left|F_{n}(y)-F(y)\right| . \tag{60}
\end{array}
$$

The law of the iterated logarithm imply that with probability one (7) converges to zero uniformly in $i$ as $n \rightarrow \infty$. Hence, we may consider $Q_{n}^{* *}$ rather than $Q_{n}^{*}$. Let $v=F\left(y_{0}\right), y_{0}=F^{-1}(v)$. We apply theorem 2.

Therefore

$$
\begin{aligned}
\mu & =\mu_{n}=\frac{1}{h} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K\left(\frac{F(y)-v}{h}\right) \times \\
& \times(I(X<Y) \mid Y=y, U=u) f(y, u) d y d u= \\
= & \frac{1}{h} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K\left(\frac{F(y)-v}{h}\right) F(u) f(u \mid y) p(y) d y d u= \\
& =\frac{1}{h} \int_{0}^{1} \int_{-\infty}^{\infty} K\left(\frac{t-v}{h}\right) F(u) f\left(u \mid F^{-1}(t)\right) d t d u= \\
& =\int_{-v / h}^{(1-v) / h} \int_{-\infty}^{\infty} K(z) F(u) f\left(u \mid F^{-1}(v+z h)\right) d z d u .
\end{aligned}
$$

For sufficiently large $n$ we will have

$$
\begin{equation*}
\mu=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K(z) F(u) f\left(u \mid F^{-1}(v+z h)\right) d z d u \tag{61}
\end{equation*}
$$

If the function $g\left(u \mid F^{-1}(v+z h)\right)$ is continuous function at each point $z$. Then we will have the following

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mu & =\int_{-\infty}^{\infty} Q(u) f\left(u \mid F^{-1}(v+z h)=\right. \\
& =\int_{-\infty}^{\infty} Q(u) f\left(u \mid y_{0}\right)=R\left(y_{0}\right) \tag{62}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& h \cdot \sigma^{2}= \frac{1}{h} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\left(F\left(y_{1} \wedge y_{2}\right)-F\left(y_{1}\right) F\left(y_{2}\right)\right) \times\right. \\
& \times K\left(\frac{y_{1}-v}{h}\right) K\left(\frac{y_{2}-v}{h}\right) d F\left(y_{1}\right) d F\left(y_{2}\right)+ \\
&+\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K^{2}\left(\frac{F(y)-v}{h}\right) Q(u)(1-Q(u)) f(y, u) d y d u . \tag{63}
\end{align*}
$$

For the first summand we have (as $n \rightarrow \infty$ )

$$
\frac{1}{h} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\left(F\left(y_{1} \wedge y_{2}\right)-F\left(y_{1}\right) F\left(y_{2}\right)\right) \times\right.
$$

$\times K\left(\frac{y_{1}-v}{h}\right) K\left(\frac{y_{2}-v}{h}\right) d F\left(y_{1}\right) d F\left(y_{2}\right)=o(h)$.
Reasoning as in the previous case we will receive

$$
\begin{gather*}
\int_{-\infty}^{\infty} \frac{1}{h^{2}} \int_{-\infty}^{\infty} K^{2}\left(\frac{F(y)-v}{h}\right) Q(u)(1-Q(u)) f(y, u) d y d u \sim \\
\sim \frac{\|K\|^{2}}{h} \int_{-\infty}^{\infty} Q(u)(1-Q(u)) f\left(u \mid y_{0}\right) d u \tag{65}
\end{gather*}
$$

From here

$$
\begin{equation*}
\frac{\sqrt{n h}\left(Q_{n}^{*}(y)-R(y)\right)}{\sigma(y)} \underset{n \rightarrow \hbar}{\stackrel{d}{\rightarrow}} \xi \in N(0,1) . \tag{66}
\end{equation*}
$$

Let's notice that for finite-sample performance of the distribution function it is better to use new Yang-type estimator of the form
$\tilde{Q}_{n}(x)=\sum_{i=1}^{n} K\left(\frac{i / n-F_{n}(x)}{h}\right) W_{n}^{[i]} / \sum_{i=1}^{n} K\left(\frac{i / n-F_{n}(x)}{h}\right)$,
which an asymptotically equivalent to an estimator $Q_{n}^{*}$.

### 4.3. Indirect Quantiles

When $d=1$, i.e. when $Y$ is real-valued, the function $Q_{n}^{*}$ has an inverse or quantile function $Q_{n}^{*-1}(\lambda)=\inf \left\{y \in R: Q_{n}^{*}(y) \geq \lambda\right\}, \quad 0<\lambda<1$.
This is scheduled for estimating the $\lambda$ quantile $Q^{-1}(\lambda)$ of $Q(\cdot)$. In this subsection we derive the limit distribution of
$\varsigma_{n}(\lambda) \equiv(n h)^{1 / 2}\left(Q_{n}^{*-1}(\lambda)-Q^{-1}(\lambda)\right), 0<\lambda<1$
fixed.
For such an $\lambda$, write $y_{\lambda}=Q^{-1}(\lambda)$.
Theorem 5. Under the assumptions of the theorem 4, if $q\left(y_{\lambda}\right)=Q^{\prime}(y)>0$ at $y=y_{\lambda}$ and $q(y, u)$ is continuous we have

$$
\begin{equation*}
\varsigma_{n}(\lambda) \rightarrow N\left(0, \sigma_{\lambda}^{2}\right) \text { in distribution, } \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\lambda}^{2}=\lambda(1-\lambda)\|L\|^{2} /\left(q\left(y_{\lambda}\right)\right)^{2} \tag{70}
\end{equation*}
$$

Proof. For proof see [22].

## 5 Reduction of a measurement error

Let the dose $\boldsymbol{U}$ is measured with an error, i.e. $\boldsymbol{Y}=\boldsymbol{U}+\boldsymbol{\varepsilon}$, where $\boldsymbol{U}, \boldsymbol{\varepsilon}$ are independent random variables and $\boldsymbol{\varepsilon} \in \boldsymbol{R}^{d}$ has normal distribution with $d$ dimensional mean vector $\mathbf{0}$ and a known $d \times d$ covariance matrix $\boldsymbol{\Sigma}_{0}$, and the random vector $\boldsymbol{U}$ has unknown density $g(\boldsymbol{u})>0$. The regression curve of $\boldsymbol{U}$ with respect to $\boldsymbol{Y}$ it can be written in form

$$
\begin{equation*}
u(x)=E(U \mid Y=x)=\frac{r(x)}{q(x)} \tag{71}
\end{equation*}
$$

where

$$
\begin{aligned}
& \boldsymbol{r}(\boldsymbol{x})=\int \boldsymbol{u} g(\boldsymbol{u}) \times \\
& \times \frac{1}{(2 \pi)^{d / 2}\left|\boldsymbol{\Sigma}_{0}\right|^{1 / 2}} \left\lvert\, \exp \left(-\frac{1}{2}(\boldsymbol{u}-\boldsymbol{x})^{T} \boldsymbol{\Sigma}_{0}(\boldsymbol{u}-\boldsymbol{x})\right) d \boldsymbol{u}\right.,(72) \\
& q(\boldsymbol{x})=\int g(\boldsymbol{u}) \times \\
& \times \frac{1}{(2 \pi)^{d / 2}\left|\boldsymbol{\Sigma}_{0}\right|^{1 / 2}} \left\lvert\, \exp \left(-\frac{1}{2}(\boldsymbol{u}-\boldsymbol{x})^{T} \boldsymbol{\Sigma}_{0}(\boldsymbol{u}-\boldsymbol{x})\right) d \boldsymbol{u} .(73)\right.
\end{aligned}
$$

Differentiating $q(\boldsymbol{x})$ with respect to $\boldsymbol{x}$ yields (see [23])

$$
\begin{equation*}
\nabla_{q}(x)=-\Sigma_{0}^{-1} x q(x)+\Sigma_{0}^{-1} r(x), \tag{74}
\end{equation*}
$$

where the symbol $\nabla_{q}(x)$ denote the $1 \times d$ matrix of first-order partial derivatives of the transformation from $x$ to $q(x)$.

Let the random vector $\boldsymbol{Y}$ has normal distribution with $d$-dimensional unknown mean vector $\boldsymbol{a}$ and a known $d \times d$ covariance matrix $\Sigma$. Then
$\Sigma_{0} \frac{\nabla_{q}(x)}{q(x}=-x+\frac{r(x)}{q(x}=\nabla_{\ln q}(x)=\Sigma^{-1}(x-a)$,
from where

$$
\begin{equation*}
\Sigma_{0} \frac{\nabla_{q}(x)}{q(x}+x=\left(\Sigma-\Sigma_{0}\right) \Sigma^{-1} x-\Sigma_{0} \Sigma^{-1} a \tag{76}
\end{equation*}
$$

Since $\boldsymbol{a}$ and $\boldsymbol{\Sigma}$ are unknown, we will estimate them on sample $\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{n}$ with the help of the following the statistics

$$
\begin{equation*}
\hat{\boldsymbol{a}}=\overline{\boldsymbol{y}}=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{y}_{i} \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\Sigma}}=\mathbf{S}=\frac{1}{n} \sum_{i=1}^{n}\left(\boldsymbol{y}_{i}-\overline{\boldsymbol{y}}\right)\left(\boldsymbol{y}_{i}-\overline{\boldsymbol{y}}\right)^{T} . \tag{78}
\end{equation*}
$$

The regression estimation in this case will be equal

$$
\begin{equation*}
\hat{\boldsymbol{u}}_{n}(\boldsymbol{x})=\left(\mathbf{S}-\boldsymbol{\Sigma}_{0}\right) \mathbf{S}^{-1} \boldsymbol{x}+\boldsymbol{\Sigma}_{0} \mathbf{S}^{-1} \overline{\boldsymbol{y}} \tag{79}
\end{equation*}
$$

If instead of $\boldsymbol{x}$ we will substitute observable value $\boldsymbol{y}_{i}$, then the corrected value of a vector $\hat{\boldsymbol{u}}_{i}$ we calculate the corrected value of a vector $\hat{\boldsymbol{u}}_{i}$ using the formula

$$
\begin{equation*}
\hat{\boldsymbol{u}}_{i}=\hat{\boldsymbol{u}}_{n}\left(\boldsymbol{y}_{i}\right)=\left(\mathbf{S}-\boldsymbol{\Sigma}_{0}\right) \mathbf{S}^{-1} \boldsymbol{y}_{i}+\boldsymbol{\Sigma}_{0} \mathbf{S}^{-1} \overline{\boldsymbol{y}} . \tag{80}
\end{equation*}
$$

## 6 Numerical properties

In this section we report the results of a simulation study illustrating the theoretical results and finite-sample behavior of the estimators of population features considered in Sections 2-5. We consider

For the error distribution, we consider the normal distribution $N\left(0,0.23^{2}\right)$. For each combination of the target and error distributions, we consider two different sample sizes, $n=100$ and
$n=200$. In the simulation study for this section we choose the kernel

$$
\begin{equation*}
K(x)=\frac{15}{16}\left(1-x^{2}\right)^{2} I(|x| \leq 1) \tag{81}
\end{equation*}
$$

We consider the case when the initial data does not include measurement error and also the case when a measurement error is superimposed on the initial data.
Case 1. Initial data without imposing a measurement error


Fig. 1. Empirical distribution function and estimation of the initial data, $n=100$


Fig. 2. Empirical distribution function and estimation of the initial data, $n=200$.
Case 2. The initial data with the imposition of a measurement error


Fig. 3. Empirical distribution function and estimation according to the superimposed measurement error, $n=100$


Fig. 4. Empirical distribution function and estimation according to the superimposed measurement error, $n=200$

Case 3. The data overlay measurable error after conversion


Fig. 5. Empirical distribution function and estimation according to the superimposed measurement error after conversion, $n=100$


Fig. 6. Empirical distribution function and estimation according to the superimposed measurement error after conversion, $n=200$

By construction, in the application package MatLab graphs easy to see that applying the error estimate of
the distribution function does not match the empirical distribution function. But after converting the data with the superimposed measurement error estimation function distribution shows good results as seen from the Fig. 5 and Fig. 6.

## 7 Conclusion

In the case where the response is binary, one way to describe is to build a logistic regression, which assumes knowledge of the distribution close to her.
Another method is the nonparametric estimation method - kernel estimation.
It is usually assumed that the variables are measured without error. If the variables are measured with errors (convolution model), proceed as follows: build the kernel using the direct and inverse Fourier transform, which would compensate the measurement error. Our approach is based on the fact that we first reduce the measurement error, and then evaluate the new data measurement function.
The results of numerical simulations show the success of this approach.
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