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Abstract: - Drowning is a severe public health problem that has claimed many lives in Turkey. Our study 
focuses on a novel strategy to address this problem. We developed a semi-automated technique that uses drone 
technology and machine learning to prevent drowning in real time. Advanced convolutional neural network 
(CNN) models, including Xception, ResNet-50, and YOLOv8, were used in our approach. These various 
models were trained using a special dataset that included simulated drowning situations in the Turkish Aegean 
Sea and a collection of online images. Though fully automated operation cannot be ensured, this method greatly 
improves water safety by guiding the drone to the drowning event and alerting the relevant staff. The models 
performed admirably with relative accuracy rates of 82.1%, 83.40%, and 85.8%. This cutting-edge approach 
demonstrates how machine learning could fundamentally alter the way major health concerns are handled. It 
also demonstrates how, when integrated with traditional safety procedures and human supervision, technology 
can improve and assist human efforts to safeguard the public's health. 
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1   Introduction 
Drowning has emerged as a major public health 
concern in Turkey. Over 230,000 fatal drownings 
were recorded in 2019, making it a worldwide issue, 
primarily in countries with low and middle incomes, 
however it is especially severe in Turkey. An 
average of 935 accidental drownings per year took 
place in Turkey between 2010 and 2020. The 
mortality rate was 0.79 deaths per 100,000 
inhabitants, with 66.1% of them leading to death. It 
is noteworthy that the highest prevalence of 
unintentional drownings was found in Bartın 
Province, which is situated along the southern Black 
Sea coast, [1]. 

In response to these alarming statistics, we have 
compiled a dataset from the Aegean Sea and 
the internet. The main objective of this dataset is to 
predict future drowning and swimming incidents 
using data from swimming and drowning incidents 
in the Aegean Sea, Turkey. 

Research carried out in 2021 by [2] which 
employed deep learning algorithms to address the 
problem of deaths reported in swimming pools. 
Traditionally trained for event classification, high-
precision deep neural networks (DNNs) like 
ResNet50, VGG16, and MobileNet were employed.  
Similarly, the study by [3] utilized an altered 

convolutional neural network (CNN) in conjunction 
with the YOLO technique for object recognition to 
design a deep learning-based underwater tracking 
system. In a record time frame of at least one 
minute, their system has demonstrated the ability to 
recognize and respond to a drowning instance in a 
swimming pool [4] by improving the YOLOv3 
algorithm to solve the problem of finding and saving 
people in maritime mishaps, attaining a 72.17% 
detection accuracy for human targets at sea. [5] 
looked into the worldwide problem of drowning, 
which is one of the main causes of death for kids 
between the ages of 1 and 14 in swimming pools. 

Convolutional Neural Networks (CNNs) such as 
SqueezeNet, GoogleNet, AlexNet, ShuffleNet, and 
ResNet50 were among the ones researchers used. 
ResNet50 showed the strongest prediction accuracy 
among them.  

[6] has employed deep-learning techniques to 
detect drowning swimmers. Their approach involves 
an artificial intelligence-based motion recognition 
system that utilizes video processing technology and 
the OpenPose algorithm. Cameras installed at the 
bottom of swimming pools capture the spatial 
distribution of swimmers. By identifying key joint 
points in the human skeleton using OpenPose, the 
system determines whether a swimmer is in distress. 
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This real-time detection technique makes an 
important contribution to a decrease of drowning 
incidents in public pools. [7] uses 5G and deep 
learning technologies in their study to protect 
children from drowning in swimming pools. Using 
deep learning and image processing, they present a 
novel 5G-enabled drowning avoidance system that 
can identify inattentive parents or guardians in real 
time and notify them to concentrate on child 
monitoring. For this, the study used the ResNet-50 
model. 

Even though swimming pools have received a 
lot of attention from researchers, relatively few have 
focused on occurrences at sea. This study covers the 
gap by focusing on maritime disasters, especially in 
Turkey, where accidental drownings are common. 
We present a novel, semi-automated approach that 
uses drones and machine learning to avoid drowning 
events. Machine learning and drone technologies are 
used in our semi-automatic drowning avoidance 
system. By alerting the right people and guiding the 
drone to the potential drowning victim's location, 
the technology significantly enhances water safety 
procedures, even though total automation is not 
assured. Our methodology demonstrates the 
potential for change of modern facilities and 
machine learning techniques in grasping and 
adapting to the intricate nature of maritime 
environments. By significantly enhancing water 
safety and potentially saving lives, this approach 
demonstrates how machine learning may be used to 
address significant public health issues. 

The sea presents a highly challenging 
environment due to its natural dynamics, such as 
waves and bubbles, as well as varying weather 
conditions (sunny or cloudy) that alter the sea’s 
color from dark to light. Additionally, a number of 
circumstances and elements, such as swimmer 
position, image contrast, and light levels, have a big 
impact on the learning process. To address these 
issues, we have created a dataset that includes a 
variety of these situations, and we are assessing how 
well contemporary deep learning methods work to 
address this issue. It has been demonstrated that 
convolutional neural networks, or CNNs, are an 
essential component of computer vision. When 
these algorithms are used, input images are 
processed first, after which they distinguish and 
assign weights to various attributes. Furthermore, 
the use of transfer learning, a complex deep learning 
method, has been very helpful in the advancement 
of this kind of model. A pre-trained model, such as 
MobileNet, DenseNet or Inception, is subsequently 
reused in this method as the foundation for a related 

task. This method is essential for saving time and 
computing resources, [8], [9], [10], [11], [12]. 

Initially, we used CNN without transfer learning 
as part of our study. Because of the previous 
challenges, the test results were not enough to 
reliably differentiate between images of swimming 
and drowning. As a result, the CNN model required 
a sizable, well prepared dataset. We used Xception, 
YOLOv8, and ResNet50 models with transfer 
learning to address this, and the results were 
satisfactory. 

To deal effectively with the intricacies of 
marine environments, our research focuses on 
advanced transfer learning applications, in particular 
Xception, YOLOv8 and ResNet50. These 
conditions pose certain challenges to machine 
learning due to their intrinsic dynamism and 
weather- driven variations. To address these 
challenges, we present an extensive database 
covering a range of circumstances, such as swimmer 
positions, wave shapes, bubble formations and 
different light levels. In the process, we implement 
the CNN architecture known for its extraordinary 
efficiency on the ImageNet dataset, the Xception 
model. The CNN model has enabled humans to 
actively predict outcomes in situations such as 
swimming and drowning. Our advanced machine 
learning techniques for assessing and responding to 
the many characteristics of marine ecosystems are 
improving dramatically thanks to our attention to 
this advanced methodology. 
 
 
2 Material and Methods 
 

2.1   Data Preparation 
The implementation of convolutional neural 
network (CNN) models found to be crucial for the 
classification of swimming and drowning incidents. 
387 drowning and 376 swimming images make up 
the dataset used to train our model. 

Depending on environmental conditions such as 
brightness, background, object distance, and camera 
characteristics, CNNs yield varying results. 
Consequently, we did not apply any special 
conditions or structures for image acquisition and 
we worked with images of varying resolutions.  

The dataset is divided into two subsets: the 
training set and the test set. The test set comprises 
20% of the total data, while the remaining 80% is 
used for training. This approach allows for a 
comprehensive evaluation of the model’s 
performance. 
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2.2   Deep Learning Models 
Deep learning is fundamentally based on artificial 
neural networks and represents a sophisticated 
machine learning technique. It is capable of 
identifying complex features and relationships 
within large datasets by employing multilayer neural 
networks. 

Numerous examples in the literature illustrate 
its application in the detection of health issues. For 
instance, [13] utilized artificial neural networks for 
the early detection of breast cancer. 

We examined one pure CNN and three transfer-
learning (pre-trained) CNN models: YOLOv8, 
ResNet50, and Xception. 

 
2.2.1 CNN Architecture 

Convolutional neural networks (CNNs) are a potent 
class of deep learning algorithms that are frequently 
used for computer vision tasks such as 
segmentation, object identification, and picture 
categorization. CNNs directly extract features from 
unprocessed visual data, in contrast to conventional 
feature extraction techniques, [14]. Hierarchical 
feature extraction is made possible by CNNs' use of 
convolutional layers to apply filters to input images. 
These attributes include generalizations like shapes 
and objects as well as low-level elements like edges 
and textures. Many layers, including convolutional, 
pooling, and fully linked layers, make up a typical 
CNN architecture (Figure 1). 

 
Fig. 1: CNN architecture, [15] 
 

In the present research, we employed models 
that include transfer learning, such as Xception, 
YOLOv8, and ResNet50, as well as CNN with no 
transfer learning. Applying previously trained 
models to various datasets and feature domains is 
known as transfer learning. This method uses a 
model that was once created for a particular task as 
the basis for another. Transfer learning's main 
advantages is its capacity to increase learning 
effectiveness and model performance in the 
intended task, especially in situations when labeled 
data is limited. 

2.2.2 YOLOv8 Architecture 

The first YOLO model emerged in 2015. The 
YOLOv8 model used in this study was introduced in 
2023 (Figure 2). 
 

 
Fig. 2: Timeline of YOLO models, [16] 
 

Examples in the literature demonstrate the 
application of deep learning models in the detection 
of health issues. For instance, [17] utilized the 
YOLO model for the detection of skin cancer.  

Key factors contributing to health include 
cleanliness, hygiene, and a healthy diet. [18] 
employed the YOLO algorithm to detect 
overflowing garbage cans. [19] utilized the YOLO 
algorithm to detect spoiled fruits. 

YOLOv8 is a sophisticated object detection 
model that uses a fully convolutional neural 
network, which consists of two primary parts: a 
head for class prediction and a backbone for feature 
extraction. The anchorless detection method and the 
new convolutional layer C2f, which is intended to 
improve feature detection efficiency, are noteworthy 
additions (Figure 3). 

 

 
Fig. 3: The visualization of YOLOv8’s architecture, 
where arrows denote the flow of data between 
layers, [20] 
 

Its superior speed and accuracy make it highly 
adaptable for a wide range of applications and 
hardware platforms, [20], [21]. 

YOLOv8, the most recent release of the YOLO 
family, has demonstrated that its three main 
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architectural components: the head, neck, and 
backbone allow it to surpass previous models by 
more accurately detecting objects at different scales 
and by progressively reducing the computing load.  

Visual features are extracted from the input 
image using the Backbone. This kind of YOLOv8 
model uses Partial Cross-Connections (CSP) and a 
Path Aggregation Network (PANet) to enhance the 
Convolutional Neural Network (CNN). The 
YOLOv8 architecture's rapid image processing 
ensures that the image quality will always be nearly 
constant, [22]. 

Visual features are extracted from the input 
image using the Backbone. This kind of YOLOv8 
model uses Partial Cross-Connections (CSP) and a 
Path Aggregation Network (PANet) to enhance the 
Convolutional Neural Network (CNN). The 
YOLOv8 architecture's rapid image processing 
ensures that the image quality will always be nearly 
constant, [23]. 

The Neck of YOLOv8 plays an important role 
in refining and fusing the features extracted by the 
Backbone. To incorporate features from different 
layers, the combination of Feature Pyramid 
Networks (FPNs) and Path Aggregation Networks 
(PANets) is crucial in this type of architecture. 
These strategies make it easier to detect objects of 
different sizes, which makes it crucial to assimilate 
particularity at various sizes in order to accurately 
identify small and large objects in a single image. 

Finally, the last couche, which is the head of the 
architecture YOLOv8, or terminal component, has 
produced the final predictions. Additionally, it 
enables the generation of englobant boxes, class 
probabilities, and confidence scores for each object 
found. With the support of this anchor-free detection 
technique, YOLOv8 normalizes the model and 
gradually decreases the number of parameters to 
speed up inference times, [24]. 

 
2.2.3 ResNet50 Architecture 

In order to address this issue, ResNet was 
introduced in 2016 with the goal of improving the 
accuracy and speed of neural networks with unique 
characteristics.  

The ResNet technology's architecture consists of 
50 couches, as seen in Figure 4. She was created to 
promote selective neuron activation while 
prioritizing the acquisition of new features over the 
relearning of existing ones, hence optimizing the 
model's learning process. 

All of the layers mentioned above are presented 
in the 2016 paper "Deep Residual Learning for 
Image Recognition." The vanishing gradient 
problem is the main obstacle that arises when deep 

neural networks are trained by incorporating 
shortcut connections that avoid one or more layers, 
[25]. This issue is alleviated in part by this 
architecture. Convolutional layers can be 
incorporated through these many levels, which 
enable them to be grouped and completely 
connected. It introduces a significant innovation: the 
use of residual blocks, in which a layer's input is 
added directly to a subsequent layer's output. 
Training very deep networks is made easier by this 
"residual" connection, which enables the network to 
learn belonging mappings without experiencing any 
performance deterioration.  

In computer vision, ResNet 50 was one of the 
main models, which integrated into itself several 
varieties of designs and was capable of performing 
tasks such as object identification, image 
segmentation and image classification. . It has 
demonstrated its exceptional effectiveness when 
training on massive datasets, such as ImageNet, 
while maintaining computational efficiency and 
excellent accuracy. 

This architecture is more well-known for its 
wide range of deep learning applications. For 
instance, ResNet50 has been used to recognize 
emotions in the research of [26]. Additionally, she 
was used in earlier studies to identify a variety of 
health issues. For instance, the study by [27] also 
used this architecture to automatically predict the 
COVID-19 based on thoracic images. In order to 
facilitate early detection of skin cancer, the author 
of the paper [28] used this design for the 
classification of skin lesions. Additionally, research 
conducted by [29] has demonstrated its 
effectiveness in the early detection and classification 
of cancer in the body. Furthermore, ResNet50 is 
effectively employed in diagnosing eye diseases. 
For instance, it excels in detecting diabetic 
retinopathy by analyzing retinal images, 
demonstrating its strong diagnostic accuracy, [30]. 

 

 
Fig. 4: Structure of the ResNet50 model, [5] 
 
2.2.4 Xception Architecture 

The deep learning network used was the Xception 
model, developed by Google and renowned for its 
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depth-separable convolutions (DSC). DSC divides 
the computation into depthwise and pointwise 
convolutions to improve efficiency. Xception, a 
variant of Inception, scores better on ImageNet than 
Inception V3 due to its improved usage of 
parameters. It comprises 36 convolutional layers 
organized into 14 modules, forming the foundation 
for feature extraction. For image classification, a 
logistic regression layer follows this base. Each 
module integrates batch normalization, ReLU 
activation, and a 3x3 depth-separable convolution 
kernel. Data traverses through input, middle, and 
output streams (Figure 5). With the exception of the 
first and last modules, all modules incorporate linear 
residual connections. Batch normalization 
normalizes the eigenvalues, thereby balancing the 
output distribution of each layer. The ReLU 
activation function introduces non-linearity, 
enhancing the model’s adaptability, [31]. 
 

 
Fig.  5: Xception CNN structure for detection and 
classification tasks, [32] 
 
2.3  Processing 
Preprocessing the input images is essential for 
enhancing the model’s accuracy, preventing 
overfitting, and improving its generalization 
capability. Initially, we resize all images. 
Subsequently, we normalized the pixel values by 
dividing them by the maximum pixel values of the 
captured images. Following this, we applied data 
augmentation techniques, including random 
translation, random zoom, random shear, random 
flip, random brightness, and random rotation, to 
artificially increase the number of images used in 
model development. 

The parameters used for data augmentation are 
detailed in Table 1. 

We experimented with various structures and 
configurations, including 2D convolution, global 
averaging, dropout, and batch normalization. To 
prevent overfitting and conserve computational 
resources, we also incorporated an Early-Stopping 

mechanism, which halts training when the model’s 
performance on the validation set ceases to improve. 
 

Table 1. Data augmentation parameters and their 
associated values 

Data Augmentation 

Parameters 

Value 

Random Translation 

(height_shift_range) 

0.2 

Random Translation 

(width_shift_range) 

0.2 

Shear Intensity (in radian) 0.2 

Random Zoom 0.2 

Random Flip True 

brightness_range [0.2, 1.0] 

rotation_range 40 

 
 
3 Results and Discussion 
 
3.1   Evaluation Measures 
Machine learning models are evaluated using 
several performance measures, including accuracy, 
sensitivity, specificity, precision, and the F1 score. 
Precision measures the proportion of correctly 
identified instances in the test dataset. Sensitivity, or 
recall, quantifies the successful prediction of 
drowning cases relative to all drowning instances in 
the dataset. Precision evaluates the proportion of 
accurately predicted drowning cases among all 
predicted drowning cases. Specificity calculates the 
proportion of non-drowning instances accurately 
identified among all non-drowning instances in the 
dataset. These measures provide a comprehensive 
assessment of model performance. 

The computation of these metrics can be 
accomplished through the application of the 
corresponding mathematical equations. These 
equations serve as the foundation for quantifying the 
performance of machine learning models. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

(𝑇𝑃 +𝑇𝑁)

(𝑇𝑃 +𝑇𝑁 +𝐹𝑁 +𝐹𝑃)
                (1) 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 +𝐹𝑁
                             (2) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 +𝐹𝑃
                             (3) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 +𝐹𝑃
                             (4) 

 
𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =

2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
   (5) 

 
3.2   Model Training and Validation 
As illustrated in Figure 6, the CNN model without 
transfer learning was trained for 40 epochs on a 
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dataset comprising 763 images from the Aegean 
Sea, utilizing an 80-20 split for training and testing. 
The model’s precision began at 50% and increased 
to 66% by epoch 40, indicating insufficient learning 
and generalization. 
 

 
Fig 6: Performance results of the CNN model 
without transfer learning 
 

The YOLOv8 model was trained across 10 
epochs using a dataset of 763 photos, with an 80-20 
split for training and testing, as shown in Figure 7. 
Starting at 64%, the model's accuracy peaked at the 
fifth epoch and ended at 82.1% at the tenth. This 
pattern demonstrates how well the model can learn 
and generalize. 

 
Fig. 7: Performance results of YOLOv8 model 
 

Figure 8 presents the accuracy progression of a 
ResNet50 model, designed using MATLAB, over 
40 epochs. The model was trained on a dataset of 
763 images (387 drownings and 376 swimming), 
with an 80-20 split for training and testing. The 
validation accuracy started at 82% and gradually 
increased to 83.40% by the 40th epoch, indicating 
the model’s effective generalization to unseen data. 
From all the above, the training of our model was 
satisfactory because the model started its training 
with an accuracy of 98% from the 40th epoch and 

saw a slight increase of 1% that gives an accuracy of 
99% at the end of the training. The essential 
information on the learning dynamics and the 
adaptation of the capacity to biases and variance has 
been proven by this model, these two elements of 
which show how often the model is very efficient 
during prediction. 

Figure 8 illustrates how the loss reaches roughly 
0.2 in certain epochs before stabilizing. 
The significance of selecting the ideal number of 
epochs for model learning is highlighted in this 
figure. 
 

 
Fig. 8: Performance results of ResNet50 
 

In order to train the Xception model over 18 
epochs, as illustrated in Figure 9, we employed a 
dataset of 763 images, which was split into 80% for 
training and 20% for testing. The model's initial 
accuracy peaked at the 15th epoch at 64%. By 
providing a precision that comparatively increased 
by 85.8% at the 18th epoch at the end of the 
training, the training demonstrated successful 
generalization. This adequately demonstrates how 
often the model is effective even at the most basic 
level. At first, the precision was 64% and peaked at 
the 15th epoch, demonstrating the optimal training 
point. At the 18th epoch, the accuracy stabilized at 
85.8%, indicating strong generalization to unknown 
data. The design of the Xception model, with its 
depth wise separable convolutions, was found to be 
quite effective in reducing parameters and 
processing costs; it only needs to increase the 
accuracy. This development demonstrates the 
model's learning efficiency and flexibility, making it 
a reliable means of making accurate predictions in 
practical situations. 

Figure 10 illustrates how the Xception model 
may learn particular characteristics, reduce losses, 
and produce good prediction performance by 
displaying increases in the model loss. This setup 
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highlights the importance of choosing the optimal 
number of epochs for optimal model performance.  

To maintain the rationality of the equalities, all 
layers were frozen at the start of training. After 
unfreezing the final 20 layers, the model will be 
trained on new data. To enhance the model's 
learning capabilities, we subsequently included 
three more blocks: convolution, batch 
normalization, max pooling, and dropout layers. The 
next steps were completely connected layers and 
global average pooling. This methodology 
successfully balanced the use of previously learnt 
data with the collection of fresh data, optimizing the 
model's performance. Applying freezing and 
unfreezing layers selectively has been shown to be 
very effective in preserving significant pre-trained 
features while adapting to new input, ensuring a 
comprehensive learning process. In order to achieve 
high accuracy and generalization in prediction tasks, 
it has been necessary to strike a balance between 
using new data and existing knowledge. 

 

 
Fig. 9: Accuracy graph of Xception model 
 

 
Fig. 10: Loss graph of the Xception model 
 

The appropriate output shapes, the sizes of the 
96x96 images under study in the various levels of 
our model, and the total number of parameters are 
all shown in Table 2. Naturally the roughly 
23,485,482 parameters in the model, 5,452.8 are 
untrainable. It is important to note that layers such 
as Max Pooling, Dropout, and Global Average 

Pooling do not contribute to the trainable 
parameters, as they inherently lack them. 

The Xception model mitigates overfitting 
through the use of dropout layers, which randomly 
disconnect a connection with a 50% probability 
during testing. This approach, while doubling 
convergence time, prevents overfitting. The model 
is capable of classifying millions of images into 
various object categories, providing labels, and 
determining probabilities for each category.  

Detailed specifications of the Xception CNN 
architecture are shown in Table 2. 

 
Table 2. Detailed characteristics of the modified 

Xception CNN architecture applied to resize input 
images 

Layer (Type) Output Shape( Input 

Size = 𝟗𝟔 × 𝟗𝟔) 

Xception Block (None, 96, 96, 3) 

Convolution 2D (None, 47, 47, 32) 

Batch Normalization (None, 47, 47, 32) 

Activation (None, 47, 47, 32) 

Convolution2D (None, 45, 45, 64) 

Convolution 2D (None, 23, 23, 128) 

Batch Normalization (None, 23, 23, 128) 

Max Pooling 2D (None, 23, 23, 128) 

Dropout (None, 512)    

Convolution 2D (None, 3, 3, 2048) 

Batch Normalization (None, 23, 23, 128) 

Max Pooling 2D (None, 23, 23, 128) 

Dropout (None, 512)    

Dense (None, 1024) 

Dense (None, 1024) 

Dense (None, 1024)   

Global Average Pooling 2D (None, 2048)   

Dense (None, 2) 

Total Parameters 23485482 (89.59 MB) 

Trainable Parameters 23430954 (89.38 MB) 

Non-Trainable Parameters 54528 (213.00 KB) 

 

3.3   Assessment and Validation of the Model 
The confusion matrices shown in Figure 12, Figure 
13, Figure 14 and Figure 15 provide a summary of 
the results of the evaluation of each model's 
accuracy applying the test dataset (Figure 11). Table 
3 presents a summary of the test results for each 
model, which are described in this thorough study. 

With a comparatively low accuracy of 0.67, the 
CNN without transfer learning outperformed the 
drowning model in swimming. With an accuracy of 
0.88, ResNet50 outperformed the other models in 
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the evaluation of transfer learning performance, 
especially in swimming. With an accuracy of 0.86, 
Xception trailed closely behind and demonstrated 
impressive swimming results. In contrast, YOLOv8 
performed somewhat better in swimming, achieving 
an accuracy of 0.83 in swimming and 0.82 in 
drowning. These findings show that ResNet50 and 
Xception are especially good at tasks involving 
swimming, even if all models perform well overall. 

 

 
Fig. 11: Some examples of predicted images 
 
 

 
Fig. 12: CNN confusion matrix 

 
 

 
Fig. 13: YOLOv8 confusion matrix 

 
Fig. 14: ResNet50 confusion matrix 
 

 
Fig. 15: Xception confusion matrix 
 

The best accuracies of the implemented pure 
CNN model and CNN models with transfer learning 
(YOLOv8, ResNet50, Xception) are given in Table 
3. 

 
Table 3. Best outcomes of the models 

CNN Model Validation 

Accuracy 

# of 

Epochs 

Learning 

Rate 

CNN 0.66 40 1.00E-04 

YOLOv8 0.821 10 1.00E-04 

ResNeT50 0.834 40 1.00E-04 

Xception 0.858 18 1.00E-04 

 

 

4 Conclusion and Future Work 
Considering a particular focus on Turkey, this study 
concludes by offering a revolutionary solution to the 
serious public health problem of drowning. Our 
proposal is a cutting-edge, semi-automated solution 
that uses drones and machine learning to avoid 
drowning events in real time. Our method uses 
sophisticated Convolutional Neural Networks 
(CNNs), including Xception, ResNet50, and 
YOLOv8, and integrates transfer learning to 
improve the models' performance. 

Our models exhibit remarkable adaptability to 
real-world circumstances, having been trained on a 
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rich dataset that includes 387 drownings and 376 
swimming photos. Convolutional neural networks, 
or CNNs, improve the model's practical 
applicability by analyzing photos taken in natural 
settings. However, because of the complexity of the 
water and the similarity of the acts (drowning and 
swimming), the CNN model without transfer 
learning failed. For the model to understand the 
distinctions and make a clear distinction between 
these activities, more instances are needed. 

Conversely, the transfer learning models 
(YOLOv8, ResNet50, Xception) demonstrated 
superior performance due to their prior training on 
extensive datasets. These models achieved their 
highest accuracies at different epochs, with the 
training process involving multiple iterations to 
minimize error and optimize weights. Consequently, 
YOLOv8, ResNet50, and Xception attained 
accuracies of 82.1%, 83.40%, and 85.8%, 
respectively. This supports our allegation, although 
it would not ever reach 100% success in the realistic 
sea environment. 

Most of the research in the literature, such as [3] 
and [5], applied to a swimming pool environment 
which is mostly clear and determined. However, we 
focused on the sea environment which has 
indeterministic parameters mostly. 

In general, our methodology highlights the 
revolutionary possibilities of innovative machine 
learning methods in comprehending and responding 
to the intricate features that make up aquatic 
environments. The promise for this technology to 
improve water safety and save lives is vital, 
highlighting the effectiveness of machine learning in 
resolving important public health concerns. 

Future research should prioritize expanding the 
dataset to encompass more diverse scenarios and 
larger sizes to enhance model performance and 
adaptability. Investigating other recently developed 
CNN architectures could potentially yield superior 
results. Real-time system efficiency enhancement in 
dynamic and real-world environments is another 
useful technique. Furthermore, modern technology 
must be included into both new and existing 
protective systems, such as automated lifeguards 
and alert systems. Lifeguards and other safety 
personnel would find the system easier to use if it 
had an intuitive interface. Defining guidelines for its 
suitable application and taking into account the 
ethical and privacy consequences of this 
technological surveillance are just as important. 
Large-scale horizontal study could yield information 
on the system's long-term efficacy and its effect on 
drowning rates. Lastly, using transfer learning to 
additional datasets that deal with health or water 

safety concerns may demonstrate the scalability of 
this approach. 
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