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Abstract: - Real-time analysis of text streams is crucial for industrial and business processes and scenarios. It is 
expected to be one of the important future research topics in the text processing and understanding domain. 
Analysis of text data is based on the use of pre-trained machine learning/data mining (ML/DM) models that 
may demonstrate performance degradation over time due to the drift in text data. The problem of tracking drift 
in data and quickly retraining a model in response to changes in the operational environment represents a great 
challenge in product model environments. We discuss and evaluate an approach to artificially generating 
concept drift aimed at providing test data for evaluating model performance and improving its accuracy. 
Existing methods for generating concept drift in text streams are limited to specific domains and are not 
universally applicable. This paper explores approaches for generating concept drift in text streams using 
the latest developments in generative artificial intelligence (GenAI) such as Large Language Models (LLMs). 
Two methods for generating concept drift with LLMs are proposed and compared to existing techniques. The 
comparison demonstrates that concept drift generation using LLMs is more effective than traditional methods. 
Additionally, LLMs can rapidly produce complex concept drift scenarios that are significantly more 
challenging to generate with standard approaches. 
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1  Introduction 
In the modern world, a huge amount of text data is 
produced. This data has enormous potential for 
solving various problems, and their processing can 
be very useful. For example, posts from social 
networks can be considered social sensor, [1]. 
Analyzing such data can help predict public opinion, 
understand user behavior, and simplify production 
processes.  

Text data in many industries is streaming data. 
It arrives sequentially in small portions in a timely 
manner. A feature of streaming data is its sequence, 
the ability to sort by the time of arrival of data, and 
potential infinity, [2].  

Pre-trained models are used to analyze such 
data, which makes it possible to speed up and 
qualitatively improve the process of extracting 
useful information. When working with streaming 
data, the model must be robust to the speed at which 
data appears, its volume, and potential changes in 
the data. 

When training a model, it is assumed that the 
training set is a perfect reflection of the population 
of data. Due to time gaps or changes in environment 
and operational circumstances data may vary. In this 
case, we are facing the phenomenon of data drift 
that can negatively affect the performance of the 
pre-trained model and lead to incorrect 
interpretation of the data obtained. When working 
with text data, tracking drift and quickly retraining a 
model represent a great challenge in product model 
environments. 

There is a large number of works devoted to the 
problem of detecting drift in text data based on the 
analysis of the decrease in the quality of the model, 
but at the same time, there are few works devoted to 
modeling drift and, accordingly, generating artificial 
drift. This applies both to the data drift itself and 
even more to the concept drift. 

This work is designed to fill the gap in the field 
of synthetic data intended for the training and 
retraining of models used to process streaming text 
data. 
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The novelty of the presented research lies in the 
fact that Generative AI is supposed to be used to 
simulate drift in text data and generate drift.  
 

 

2  Drift Problem Formulation 
By drift in text data we understand the deviation of 
real data, that is, data at the model use stage, from 
the data that was used to test and train the model. 
The most general classification of drift in text data 
includes Data drift and Concept Drift.  
 
2.1  Data Drift vs Concept Drift 
Using some basics and terminology from probability 
theory we can formally define data drift as follows. 
Let P(X) be the unconditional probability of 
obtaining a feature vector X in the input data set, 
and P(y|X) is the conditional probability of 
obtaining values of the target variable y in the 
presence of input features X: 

 

  



A data drift is a feature instance drift that 
involves a change in P(X) caused by a change in the 
input data set. In this case, the dependence of the 
target variable y on the feature vector X remains 
unchanged. However, a change in probability P(X) 
may entail a change in probability P(y|X). 

To identify data drift, it is first necessary to 
identify a change in the X-vector data distribution.  

In turn, a concept drift is a change in P(y|X), i.e. 
a change in the dependence of the target variable y 
on the feature vector X. Here it is assumed that the 
distribution of features itself may be unchanged, 
however, the patterns revealed by the machine 
learning model begin to emerge less reliably. As a 
result, the trained models become ineffective.  

The fundamental relationship defining concept 
drift is characterized by the change in the 
distribution of X and y relative to the initial time t 
after a long period Δt: 

  


A discovery of concept drift involves 

identifying changes in the distribution of the target 
variable y and/or changes in the dependence of y on 
X. 

A concept drift can be exemplified by the 
Covid-19 pandemic situation, as it affects the 

economic situation, human interaction, and other 
important relationships. 
 
2.1.1 Drift Detection  

To determine the presence of drift in data special 
algorithmic solutions using statistical or other 
comparison methods can be used to relate newly 
received data with a historical one. Among those 
methods, the methods based on sequential analysis, 
model-based methods, and methods based on 
distribution estimation can be mentioned. 

Research in the field of drift detection is carried 
out across a wide range of industries and disciplines, 
including, for example, medicine [3] and retail, 
streaming text data analysis (applications like 
Twitter) [4] recommendation systems [5], etc. 

When working with text data, different 
algorithms can be used to detect drift. In particular, 
the Kolmogorov-Smirnov test is one of the basic 
detection methods, [6]. Another popular method is 
the Hoeffding Drift detection method (HDDM) [7], 
one of the groups of Window-based methods, 
according to the classification in a paper, [8]. The 
group of these methods is quite extensive and 
includes the Drift Detection Method [9], the Early 
Detection Method [10] and the Exponentially 
Weighted Moving Average [11], among others. 
 
2.1.2 Drift Adaptation  

A straightforward way to adapt the model to data 
drift is continuous learning. There are three main 
approaches to lifelong learning: 

 Retraining. The ML algorithm is 
“completely” or “fully” retrained when a 
large volume of new data arrives, [12]. This 
approach significantly complicates the 
infrastructure requirements. 

 Incremental training. The ML model is 
“immediately” or “permanently” retrained 
when new data arrives. It may introduce 
significant changes to the model weights due 
to a small increase in the amount of atypical 
data, [13]. 

 Batch training. When a large volume of new 
data arrives, the model is “partially” retrained. 
With this approach, an additional delay 
between training iterations is introduced. 

 
2.1.3 Drift Generation  

This is one of the under-researched areas, while a 
good solution to the problem of drift generation can 
help in a number of important modeling tasks. 
Among them, the most important are testing the 
model for resistance to drift at the development 
stage, developing new indicators to assess the 
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quality of models, and planning time, 
computational, and financial resources for re-
training of models. 

Here we can mention two major classes of 
existing methods, namely: methods based on 
changing the data class [14] and methods based on 
changing words to opposite meanings, [15].  

The former includes the class swap method, 
when classes change among themselves after a 
certain period of time, the class shift method which 
is similar to the previous one but with gradual 
change in classes, and the Time-slice Removal 
method when selected time periods are removed 
randomly from the original dataset. In a study [14], 
the methods discussed above were used on two 
different types of text datasets. Results 
demonstrated that all methods were found to be 
viable for creating a drift in data. 

The latter has the only representative method 
known in the literature as an “adjective swap”. The 
general idea of the method is as follows: When 
working with text data, we can replace an adjective 
with its opposite meaning, which will distort the 
original meaning of the text and create a change in 
the text data. 
 

 

3   Drift Problem Solution 
The main hypothesis of our study, the preliminary 
results of which are presented in this paper, is as 
follows: Taking into account the development of a 
new type of Generative AI models that allows 
generating text using a pre-trained Large Language 
models (LLM), we assume that it is possible to use 
Generative AI-based solutions for faster, cheaper 
and higher-quality drift generation in text data. 
 
3.1  GenAI Solutions for Text Data  
The utilization of Generative AI solutions such as 
LLMs in scientific research is increasingly 
documented in scientific literature. A 
comprehensive study published in 2024 
systematically categorizes the applications of LLMs 
for scientific purposes, [16]. Drawing from an 
analysis of over 400 scientific papers, the author 
identifies six primary research areas where LLMs 
are applied: 

 Data generation and argumentation. 
 Natural language processing and text analysis. 
 Enhancement of machine learning models. 
 Domain-specific applications. 
 Security, privacy, and ethics. 
 Emerging technologies and social impact. 

Each category includes several sub-questions 
pertinent to its domain. Of particular interest in our 
research is the application of LLMs for data 
generation, encompassing two subcategories:  

 synthetic data creation, which involves 
generating artificial data using LLMs in cases 
where real data is limited or subject to 
stringent data privacy regulations, and 

 text data expansion and enhancement, which 
focuses on utilizing LLMs to generate new 
textual content and strengthen existing 
datasets to enhance machine learning models. 

Research in this field explores diverse aspects of 
data generation, including efforts to synthesize text 
data. For instance, in one study, LLMs were 
employed to generate movie descriptions aimed at 
attracting viewers [17], demonstrating comparable 
quality to descriptions generated through traditional 
manual methods. 

While researchers emphasize the capability of 
LLMs to address data imbalance issues and augment 
training data for machine learning models [18], 
there is limited discussion on their specific use for 
generating drift data and exploring the potential 
applications in this context. 

However, it is crucial to consider that 
employing LLMs entails risks and necessitates 
thorough monitoring of the generated data. Recent 
studies, such as one conducted in 2023 by 
researchers from Berkeley and Stanford University 
[19], underscore changes in model behavior that 
warrant careful attention. Furthermore, in certain 
domains, generating data using GPT may introduce 
risks related to data accuracy, biases, and ethical 
considerations. 

An analysis of the literature on the use of LLM 
for working with text data shows that with a huge 
bunch of work on the use of LLM in generating text 
data, there is a lack of work on handling drift in text 
data using LLM. In our study, we suggest that 
leveraging LLMs for generating data drift represents 
a promising avenue for future research. 
 
3.2  GenAI Solutions for Russian Text Data 
In our study of text data drift generation, several 
LLMs were considered candidates for integration 
into concept drift-generating solutions. 

First of all, since the dataset chosen for the 
study is in Russian, it was necessary to select a 
model that performs well in the Russian language. 
Creating a custom LLM was not considered, as it 
would complicate the drift generation process. 
When selecting a pre-trained LLM, several 
parameters were taken into account, including 
operational speed, request limits, and the absence of 
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hallucinations—meaning the text generated by the 
model remains relevant to the given topic. The most 
well-known large language models in Russian are 
Yandex GPT [20] and GigaChat, [21].  

We made a comparison between these two 
models. In terms of technical characteristics 
(working speed and request limits), the two models 
demonstrated similar performance. However, during 
test queries on the selected data, it was found that 
GigaChat has a tendency to hallucinate. For 
example, when given the prompt ”replace adjectives 
with antonyms” in a text related to a cafe, the model 
could produce irrelevant content, such as the rules 
of tennis. At the same time, Yandex GPT did not 
exhibit such hallucinations. 
 
3.3  GenAI-based Concept Drift Generation 
In this work, we propose two new methods for 
generating concept drift in data: 

 Adjective swap with LLM, which is replacing 
words with opposite ones using question-
answering systems like GPT. 

 LLM-assisted text shortener. Sentence 
transformation that changes source texts using 
prompts in question-answering systems in any 
given direction (for example, reducing the 
length of a sentence while maintaining the 
meaning, etc.). 

As a proof of concept, we designed and 
conducted experiments with the Yandex GPT Lite 
model by comparing previously known approaches 
to generating data drift (e.g., class shift and 
adjective swap) with the proposed approach to 
generating data drift using the LLM-based solution. 

The Yandex GPT Lite LLM was the focus of 
our experimental study. It offers a cloud API that 
supports prompt queries. The execution results can 
be obtained either synchronously or asynchronously. 

In synchronous mode, the LLM returns results 
in response to the request immediately, with a 
throughput capacity of 500 requests per hour. 

In asynchronous mode, a request ID is returned 
in response to the prompt query, which can then be 
used to retrieve the execution result via a separate 
API. The execution result appears within an hour 
after the request is processed. Asynchronous 
requests have a higher limit of 20,000 requests per 
hour, and the cost per token in asynchronous mode 
is half that of synchronous mode. 

In both modes, users are limited to sending one 
request at a time, a restriction applicable to non-
corporate Yandex GPT users. 

Synchronous mode was employed for testing 
prompt requests, while asynchronous mode was 
utilized for data conversion. 

4   Experiments and Results 
In the situation of insufficient publications on the 
use of LLM to generate a concept drift, we 
conducted experiments and compared the results of 
our solutions based on LLM with existing ones such 
as class shift and adjective swap. Queries for which 
the LLM showed the best results were manually 
selected. 
 
4.1  Experimental Design and Setup  
Workflow diagram for conducting experiments is 
presented in Figure 1. It includes the four major 
steps:  

 Add drift to test data. 
 Apply concept drift detection method to test 

data. 
 Test the model on 70% of test data with 

concept drift. 
 Test the model on the remaining 30% of test 

data with concept drift. 
 
Experimental setup (HW/SW testbed) used 

in experiments included:  
 M1 Pro laptop with macOS Monterey (16GB 

Ram, 1TB storage). 
 Python 3.7. with packages: pandas (0.23.4), 

matplotlib (3.5), numpy (1.16.0), 
PyMultiDictionary (1.2.4). 

 
The overall design of the experiment included 

a comparison of four approaches to generating 
concept drift in the text, namely: 

 Class shift. During initial data processing, 
ratings 1-4 were classified as negative, and 5 
as positive. For drift generation, a score of 4 
will be reclassified as positive. 

 Adjective swap. Adjectives and adverbs in the 
text will be replaced with their antonyms. 

 Adjective swap with LLM. Words in the text 
will be replaced with their antonyms using an 
LLM. 

 LLM-assisted text shortener. Negative 
reviews tend to be longer than positive ones, 
potentially making the model sensitive to the 
length of negative reviews. To generate a 
concept drift, long texts will be shortened to 
240 characters without losing the original 
meaning. 
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Fig. 1: Experimental design 

 
 

4.2 Data for Experiments  
To conduct the experiment, we need a text dataset 
with marked features. It was decided to conduct an 
experiment with Russian language data. The 
following criteria were used to choose a dataset: 

 Number of rows. The more rows we have in 
the dataset, the less likely it is that the 
model performs well on the training data. 

 Average length of texts. If the texts are very 
short, then even a small change can 
significantly change their meaning. 

 Data relevance. The data must have value 
for use in solving business problems or 
research purposes. 

 
4.2.1 Experimental Dataset  

Experiments with LLM-based data drift generation 
were conducted using the Geo Reviews Dataset with 
reviews of organizations from Yandex Maps for 
August 2023. The overall text volume of the dataset 
is 500.000 reviews in the Russian language with 
ratings from 1 to 5. The dataset contains reviews for 
many types of organizations - restaurants, medical 
institutions, beauty salons, etc. To make the data 
more uniform, 100.000 reviews for cafes and 
restaurants were selected from the dataset (Figure 
2). 

The dataset contains the following columns: 
 Organization address. 
 Organization name. 
 Organization rating (from 1 to 5). 
 Type of activity of the organization. 
 User review of the organization. 

 
The task was reduced to a classification problem 

with two classes of positive and negative reviews: 

ratings 1-4 are considered “positive”, and rating “5” 
is negative. As a result, the two classes have a ratio 
of 25 to 75. Let’s look at the data in the column with 
the text of the review as a whole and broken down 
into “positive” and “negative” classes (Table 1). 

 

 
Fig. 2: Distribution of reviews by ratings 

 
Table 1. Comment Length Statistics 

Metric 

Review length 

All 

data 

Positive 

reviews 

Negative 

reviews 

Average 282.5 235 427 
25th 
percentile 89 84 120 

50th 
percentile 206 187 323 

75th 
percentile 554 432 855 

 
Figure 3 shows that the positive reviews are on 

average almost twice as long as negative ones. 
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Fig. 3: Сomparison of the reviews by length 

 
4.2.2 Data Preparation  

To conduct the experiment, the dataset was divided 
into parts in a ratio of 70 to 30. A larger part will be 
used to train the model. A smaller part will be used 
to generate data drift and check for changes in the 
quality of model predictions. 

Text data was specially prepared before training: 
 Punctuation and non-letter characters 

removed from the text. 
 Stop words removed from the text. 
 Lemmatization of words applied. 
 The texts vectorized using TfidfVectorizer. 
The presence of concept drift in the data is 

detected using the Kolmogorov-Smirnov test and 
the HDDM method. The initial data contains no 
drift, so the resulting values will serve as a baseline 
for subsequent evaluations. 

The baseline for the Kolmogorov-Smirnov test 
is 0.165. To confirm the presence of drift, the value 
must be less than 0.05. 

The baseline for the HDDM test is 0.403. To 
confirm the presence of drift, the value must be 
greater than the baseline. 

Additionally, when testing hypotheses, we will 
consider the F1 score. 

The Multinomial Naive Bayes algorithm, [22] 
was used as the machine learning model. This 
algorithm supports incremental training, performs 
well with numerical vectors containing independent 
features, and handles sparse data effectively.  

Table 2 presents the baseline results obtained 
after training model on test data without concept 
drift. 

 
Table 2. Baseline Model Metrics 

Class 
Precisio

n 
Recall 

F1 

score 

Accura

cy 

Negative 0.90 0.58 0,71 0,89 Positive 0.88 0.98 0,93 
 

4.3 Experiments  
Four experiments were conducted to collect data on 
four techniques to generate data drift in the text, 
namely: 

 Class shift. 
 Adjective swap. 
 Adjective swap with LLM. 
 LLM-assisted text shortener. 
 

4.3.1 Class Shift 

To perform class shift reviews with a rating 4 were 
reclassified as “positive” in test data. 

The Kolmogorov-Smirnov test and the HDDM 
method do not make sense for this drift generation 
method, since the original text data has not changed. 

The use of class shift led to an unexpected result 
– the accuracy of predictions increased. This result 
can be explained by a feature of the data – reviews 
with a rating of 4 are very similar to reviews with a 
rating of 5 and there are many of them, so before the 
class shift the model often made the mistake of 
taking reviews with a rating of 4 as positive. After 
the class shift, such errors became correct 
predictions, which had a positive effect on the 
quality of model predictions. 
 
4.3.2 Adjective Swap 

Adjectives and adverbs accounted for approximately 
15% of the total number of unique words in the 
dictionary. Due to some words containing typos, 
after lemmatization, the same word with and 
without a typo can be considered two different 
words. To fully implement this approach, it is 
necessary to correct typos in the comments. 

To implement this drift method, all adjectives 
and adverbs were collected from the comments, 
resulting in 5,224 adjectives and 1,443 adverbs. The 
PyMultiDictionary library was used to search for 
antonyms. 

None of the available Python libraries support 
searching for antonyms in Russian, so a translation-
based approach was employed in our solution as 
follows: 

 Translate the word into English (among the 
possible translations, the most popular one is 
selected). 

 Find the antonym of the word in English 
(among the possible antonyms, the most 
popular one is selected). 

 Translate the antonym of the word back into 
Russian (among the possible translations, the 
most popular one is selected). 
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The Russian language is rich in words that are 
similar in meaning but used in different contexts, so 
searching for antonyms without considering the 
context can lead to meaningless phrases. For 
example, for the word ”fantastically,” the possible 
antonym could be ”frequently,” although in the 
phrase ”fantastically delicious,” this substitution 
would be inappropriate. 

The Kolmogorov-Smirnov test in our 
experiments with adjective swap showed a result of 
0.2, and the HDDM method showed a result of 1.08. 
According to the Kolmogorov-Smirnov test, there is 
no drift, but HDDM has increased from the base 
value, which can be considered a sign of drift. F1 
score worsened for negative reviews. 

The use of Adjective swap generated a concept 
drift, which significantly affected the quality of 
predictions of negative reviews and had a minor 
effect on the quality of predictions of positive 
reviews. After additional training on the model, the 
quality of predictions of negative reviews almost 
reached the baseline model. This heterogeneous 
behavior can be explained by: 

 A small share of adjectives in the dictionary. 
 Ignoring the context of the use of a word 

when replacing it with an antonym. 
 Presence of typos in the text. 
 Testing the model on test data. 
 Testing the model on the remaining 30% of 

test data. 
 
4.3.3 LLM-assisted Adjective Swap 

A new approach to replacing words with antonyms 
using LLM was introduced and studied in our 
research. At the core of this approach, 
the YandexGPT Lite large language model is 
applied to convert comments when using it with the 
prompt ”Rewrite the text by replacing words with 
antonyms, maintaining the length of the text.” This 
prompt was selected on the basis of the results of 
experimentations. 

The Kolmogorov-Smirnov test showed a result 
of 0, and the HDDM method showed 1.24, which 
indicates the presence of Concept drift in text data. 
F1 score dropped significantly for both positive and 
negative reviews. After training, F1 scores 
approached the baseline values. 
 
4.3.4  LLM-assisted Text Shortener 

As it was demonstrated earlier, upon examining the 
data, it was discovered that negative reviews are, on 
average, almost twice as long as positive ones. To 
equalize the length of positive and negative reviews, 
a large language model was used. The prompt 

”Shorten the text to 200 characters while preserving 
the meaning” was selected for this purpose. This 
command was applied only to reviews longer than 
240 characters.  

As a result, the length of the converted reviews 
varied from 150 to 240 characters and, on average, 
was significantly shorter than the original. 

The Kolmogorov-Smirnov test showed a result 
of 0, and the HDDM method showed a result of 
0.57, which indicates the presence of Concept drift. 
The F1 score deteriorated for negative reviews, as 
they were mostly the only ones that changed. After 
training the F1 score was restored to baseline. 
Together, all this demonstrates the presence of 
Concept Drift. 
 
4.4  Summary of Experimental Results  
As a result of the experiments with 4 methods of 
generating concept drift, the following conclusions 
can be drawn: 

 Class shift is not always successfully used to 
create concept drift. In the experiment, we 
initially classified only reviews with a rating 
of 5 as positive. When using class shift, rating 
4 also began to be classified as positive, 
which led to an improvement in the quality of 
the model. The class shift can lead to 
improved model quality if we shift a class 
that was classified incorrectly before the shift. 

 Adjective swap did not create data drift for all 
classes. Replacing words with antonyms does 
not work accurately, since words can be 
located in the context of other words and 
contain errors. In the case of the Russian 
language, this task becomes more 
complicated, since there are no tools for the 
Python language that support searching for 
antonyms for the Russian language. 

 Replacing words with antonyms using LLM 
proved to be significantly better than 
traditional Adjective swap. The explanation is 
that LLM takes into account the context of 
words and is not sensitive to errors in the text. 

 Reducing the number of characters in long 
reviews to average values in the dataset using 
LLM has been shown to be effective in 
creating data drift in the data. 

 
Table 3 summarizes the results of experiments 

with different variants of the data drift generation. 
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Table 3. Comparison of Four Approaches 

Metric/M

ethod 

Class 

shift 

Adjecti

ve swap 

LLM 

Adjecti

ve swap 

LLM 

Shortener 
Baseline 

Positive 
F1 score 

0,71 0.48 0.38 0,62 0,71 

Negative 
F1 score 0,96 0.90 0.45 0,92 0,93 

Accuracy 0,93 0,82 0,41 0,86 0,89 
Positive 
F1 score 
retraining 

0,78 0,67 0,62 0,71 

 Negative 
F1 score 
retraining 

0,96 0,92 0,91 0,93 

Accuracy 
retraining 0,94 0,88 0,85 0,89 

 

 

5  Discussion 
The generative AI concept refers to different forms 
of content generation, including text data where 
large language models or LLMs as a special kind of 
generative AI application play an important role of 
foundation models – a basis for text processing tasks 
of various kinds. We propose to use LLM in solving 
drift problems in text data which is instrumental in 
the performance degradation of machine learning 
models that deal with streaming text data. 

Our experiments with different data and concept 
drift generation methods in comparison with our 
own LLM-based methods demonstrated several 
advantages of LLM-based drift generation over 
traditional methods: 

 There is no need to use complex natural 
language processing tools. For example, for 
the Russian language, it was not possible to 
find a Python library for searching for 
antonyms of words. 

 There is no need to correct typos and errors in 
the text since LLM is not sensitive to them. 

 You can test hypotheses that would be very 
difficult to implement using standard 
methods, such as shortening the text. 

 This approach is low-impact in terms of time 
and cost. Processing one thousand reviews 
cost about 30-50 rubles (~50 cents) and took 
several minutes. When using a corporate 
payment plan (for cloud services, such as 
HPC-as-a-service), processing can be 
performed in parallel in multiple parallel 
threads, which will speed up the process. 

 
Overall, the comparison of 4 drift generation 

methods demonstrates that concept drift generation 
using LLMs is more effective than traditional ones. 
The LLM-based approach to adjective swap 

demonstrates advantages over the traditional 
adjective swap in that LLM is capable of selecting 
antonyms in the context of the word’s use and is not 
sensitive to typos in the text. The experiments with 
LLM-based text shortener show that using LLM it is 
possible to successfully simulate complex concept 
drift scenarios, the modeling of which would be 
extremely difficult using standard approaches. 

However, the generalizability of the results is 
limited by the size of the dataset and the use of only 
one machine learning model in experiments. To 
obtain more convincing results, it would be 
necessary to expand the experimental plan to 
include larger datasets to retrain the model based on 
drift-affected data, experimenting with various 
machine learning algorithms, and testing LLM-
enabled methods on multilingual datasets. 

Since we aim to improve the quality of models, 
which deteriorates over time, it would also be useful 
to examine whether the proposed drift generation 
methods improve the performance of machine 
learning models during retraining and evaluate the 
effectiveness of expanding training data sets using 
LLM-generated text, and if so, how. 
 

 

6  Conclusion 
In this paper, we explored the use of LLM to 
generate concept drift in textual data for use in 
retraining models in order to improve model quality 
and/or mitigate the effects of performance 
degradation over time due to data drift. 

Our experiments with various “traditional” 
methods of generating data drift and concept drift in 
text data in comparison with our own LLM-based 
methods have demonstrated a number of advantages 
of LLM-based drift generation over existing ones. 
Firstly, the experimental results showed that the 
proposed approaches using LLM successfully 
generate drift in text data. Secondly, these methods 
make it possible to implement various drift 
scenarios with less time and resources. In addition, 
LLM can quickly create complex concept drift 
scenarios that are much more difficult to create 
using standard approaches. 

Unlike traditional methods described in the 
literature, which have limited applicability outside 
of research laboratories, the LLM-based methods 
presented in this paper open up new possibilities for 
generating drifts in text data and can offer practical 
solutions to solve various business problems. One 
important application is the evaluation of models 
designed to recognize toxic comments. The 
presented methods allow for assessing how 
variables such as comment length and slang usage 
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affect the performance and quality characteristics of 
the model. 

In the field of education, these methods are of 
considerable value due to the lack of textual datasets 
demonstrating drift in open-source repositories. This 
disadvantage creates problems for studying drift and 
understanding the behavior of the model in response 
to drift. The proposed methods may facilitate the 
generation of drift in text datasets, thereby 
improving the study of drifts and the performance of 
models in various text datasets. 
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