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Abstract: - Adoption of deep learning classification algorithms in the domain area of higher education provides 
exploratory predictive data analytics able to exploit students’ academic behavior. Concretely, student retention 
and success are critical concerns in higher education globally. Timely identification of potential delays in 
graduation is essential for universities to provide effective interventions and support, ensuring students’ 
progress efficiently and maintaining high graduation rates, thereby enhancing institutional reputation. This 
study examines data from a typical computer science department of a central Greek university, covering student 
performance for almost two decades (1999-2018). Through extended data preprocessing, we developed a robust 
dataset focusing on key courses indicative of students' likelihood to graduate on time or experience delays. We 
employed a deep learning Long Short-Term Memory (LSTM) Neural Network algorithm, leveraging this 
dataset to classify and predict students' final academic outcomes. Our findings reveal that early-semester 
performance data can successfully forecast graduation timelines, enabling proactive educational strategies to 
support student success during their studies at the university. 
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1  Introduction 
The complex phenomenon of a timely or a delayed 
graduation as well as university dropout has 
garnered significant attention within higher 
education research communities due to its profound 
impact on students' lives and societal development, 
[1]. Timely graduation refers to the ability of 
students to complete their degrees within an 
expected duration of study, while delayed 
graduation refers to the prolonged time taken by 
students to complete their academic programs 
beyond the expected duration. Concretely, dropout 
denotes the premature withdrawal of students from 
their educational endeavors before achieving their 
intended qualifications, [2]. These phenomena not 
only impact individual students but also have 
broader implications for society, affecting 

workforce readiness, economic productivity, and 
social mobility. 

According to the United States of America 
(USA) National Center for Education Statistics, [3], 
[4], only a small percentage of students 64% who 
began seeking a bachelor’s degree at a 4-year 
institution in the fall 2014 completed that degree at 
the same institution within 6 years which is 
comparable to rates seen in other countries 
worldwide, [5]. Subsequently, spanning time of 
study in higher educational institutes reveals that in 
the case of a 6-year studying process, the graduation 
rate was higher for females than for males (67% vs. 
60%, respectively). 

Concretely, in the European Union (EU), [6], 
[7], a study composed of 14 countries out of the 35 
bachelor completion rates reported a range from 
53% to 83%. However, these numbers should be 
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interpreted with caution due to the different 
evaluation methods, which were used to calculate 
bachelor completion rates in European higher 
education institutes. Intuitively, the unique national 
context of each European country needs to be taken 
into consideration when comparing educational 
indicators, which are applied in countries with 
different education cultures. 

In Greece, according to data from the Hellenic 
Authority for Higher Education, [8], only one in five 
students (19.62%) of Greek universities graduate on 
time, i.e. within the minimum study time of their 
school. It takes an average of six years for a student 
to complete a four-year course of study, 7.5 years 
for five-year courses, and nine years for medical 
studies, which are six-year courses. In fact, the 
phenomenon of late or no graduation has worsened 
greatly in the last decade after the economic crisis. 
Observed data indicate that graduates have been 
declining continuously since then from 10.04% of 
all enrolled students in 2013 (9.91% in 2015, 9.41% 
in 2017, 8.91% in 2019, and 8.60% in 2020). 
Compared to the EU, the corresponding average for 
EU countries in 2020 was 23.15%, up from 22.13% 
in 2018 and 22.28% in 2019. 

In this paper, we conducted a research study in 
the Department of Digital Systems at the University 
of Piraeus, Greece to predict a timely or delayed 
student’s graduation. Data sources incorporated 
include detailed information on students’ efforts 
during the fall and the spring semesters in an 
extended total period of time containing two 
decades of university studies. The examined data 
cover educational experiences over a wide range of 
periods from 1999 to 2018. Extensive data pre-
processing was performed on the initial data sources 
to produce a detailed derived dataset containing 
meaningful information.  

Intuitively, the resulting derived dataset 
comprises specific courses that describe students’ 
educational behavior from their first semesters of 
study. This educational behavior provides insights 
into students’ likelihood of achieving a timely or 
delayed graduation. To assess the potential of 
predictive analytics, a Long Short-Term Memory 
(LSTM) Neural Network deep learning algorithm is 
employed to perform classification and prediction 
based on the derived dataset. Concretely, the 
adopted LSTM Neural Network algorithm 
successfully classifies students’ final learning 
performance and efficiently predicts whether a 
student will graduate on time or experience delays. 
These results are primarily based on data from the 
first semesters of study in the examined university. 

The rest of the paper is organized as follows. In 
Section 2 it is presented the prior work in the 
research effort area. Section 3 defines the adopted 
data model. In Section 4 evaluation parameters are 
defined. In Section 5 experiments are performed and 
results are observed. Section 6 discusses the 
strengths and the weaknesses of the proposed 
research effort, while Section 7 concludes the paper 
and proposes future work. 
 

 

2 Prior Work 
Delayed graduation and overeducation are studied in 
research efforts, [9], where the focus is given to the 
social impact of delayed graduation and 
overeducation on salaries observed after graduation. 
Research on delayed time to get a degree with 
regards to post-graduation earnings, [10], correlates 
the graduation process along with capital spent by 
students’ families to achieve graduation. Degree 
completion prediction is analyzed, [11], where 
special focus is given to a timely and a delayed 
graduation while examining dropout possibilities 
within a certain time horizon. An ensemble 
prediction model is elaborated, [12], to define 
students’ timely and/or delayed graduation assessing 
the potentiality of students’ learning behavior 
enhanced with university domain knowledge. Data 
analytics uplift modeling, [13], is used to model a 
timely or delayed graduation while simultaneously 
preventing a possible student dropout from the 
university. 

Machine learning explainable modeling 
technology is incorporated, [14], to predict student-
delayed graduation as well as prevent student 
dropout. Students’ educational behavior is modeled 
as a timestamped academic trajectory, [15], which is 
able to predict proactively a timely and/or delayed 
graduation during university studies. Learning 
analytics can be provided, [16], to understand 
students’ academic behavior thus explaining 
delayed graduation by assessing the potentiality of a 
randomized control experiment. A data mining 
research approach is incorporated, [17], which 
exploits the ensemble classification algorithm’s 
capabilities to proactively predict students’ dropout 
and delayed graduation behavior. An evaluation 
method is proposed, [18], which aims to explain the 
academic dropout rate with regard to labor market 
conditions and salaries gained from dropout 
university students. 

The university graduation process is linked with 
the salary earned by graduated students, [19], to 
understand the conditions leading to a timely or 
delayed graduation behavior in academia. Social 
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network parameters enhance the capabilities of a 
pattern-augmented algorithm, [20], which is able to 
accurately measure timely and/or delayed student 
graduation process as well as a possible dropout 
from universities. Delayed graduation and dropout 
behavior are examined, [21], with regard to success 
or failure rates in core and direction courses during 
contemporary studies in higher education. The 
impact of financial support on students from their 
families, [22], is analyzed to specify the reasons for 
timely and/or delayed graduation, which affect their 
observed wages in the labor marketplace. Predicting 
accurately the timely graduation of students, [23], is 
possible by exploiting the impact of crowdfunding 
and institutional accompaniment on the continuous 
educational process within the university. 

Understanding the reasons for delayed 
graduation and university dropout resulted in the 
creation of degree roadmaps, [24], which used to 
provide supportive educational services for timely 
graduation. The discovery of potential reasons 
resulting in delayed graduation and dropout is 
examined, [25], to propose countermeasures, which 
aim to eliminate in large scale such inefficient 
academic behavior. Social networking analysis from 
data belonging to student university networks, [26], 
is a promising method to predict proactively 
observed delayed graduation and dropout in 
universities. Timely graduation is able to be 
predicted accurately based on input information 
provided by academia [27], thus enabling the 
manipulation and measurement of student activities 
within the universities. 

Research efforts examined in the literature face 
timely and/or delayed graduation by using data 
sources provided by the universities. Such data are 
generated by core or discipline courses offered by 
higher education institutes. Several machine 
learning algorithms are incorporated to perform 
predictive analytics to identify students’ further 
activities during their studies. Subsequently, there is 
also examined the relation between a timely or 
delayed graduation as well as students’ dropout with 
regards to the family financial support provided as 
well as salaries observed by students after their 
graduation in the open marketplace?  

Concretely, data preprocessing in the majority 
of the research efforts is rather straightforward thus 
not exploiting the rich information inherent within 
the provided data sources. Intuitively, in most of the 
cases, data stem from a limited time horizon of 
studies in higher education, which deteriorates 
incorporated algorithms’ prediction accuracy since 
the more the stochastic data provided to inference 
models the more the prediction accuracy observed. 

Subsequently, in the observed research efforts focus 
is given mainly on predicting a timely or a delayed 
graduation for the total number of semesters of a 
university, thus underestimating the potentiality of a 
specific department’s domain knowledge, which can 
provide accurate prediction results from the first 
semesters of study.  

Subsequently, such inefficiencies are faced by 
current research studies, which are able to 
understand students’ behavior and predict 
proactively a timely or delayed graduation based on 
specific domain knowledge observed by the first 
semesters of study in the university. Provided data 
sources cover a stochastic time horizon of almost 
twenty years of students’ activity. This piece of 
information is exploited by assessing the potentiality 
of an LSTM Neural Network deep learning 
algorithm, which is used to perform classification 
and prediction based on a meaningful derived data 
source of students’ behavior in the Department of 
Digital Systems at the University of Piraeus, 
Greece. 
 

 

3  Data Model 
Data provided for analysis by the university 
department needs an extensive data preprocessing 
phase. Such data cleaning and transformation is 
necessary to derive a data source meaningful for 
performing valuable data analytics by the adopted 
LSTM Neural Network deep learning algorithm. 
 
3.1  Provided Data Source 
The provided data source has a time span of almost 
twenty years of undergraduate student activity in the 
Department of Digital Systems at the University of 
Piraeus from 1999 to 2018. The initial number of 
students examined was 1278. The personal data of 
students are preserved by the department, which has 
anonymized their sensitive data (i.e., name and age) 
with certain identifiers provided by incorporating a 
hash function. The provided data source has 
information for both core and discipline courses, 
while the number of courses is 42. For each type of 
course, the dataset includes three discrete data 
quantities: (1) the number of times a student has 
attempted the course [1-8], (2) the highest grade 
achieved [0-10], and (3) the number of years the 
course has been taken [1-12]. Total number of 
predictive attributes for the provided data source is 
calculated by multiplying the number of core and 
discipline courses with observed attribute quantities 
stored for each course, which results in 126 
predictive attributes. The data source has a class 
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attribute, which denotes if a student has timely or 
delayed graduation. Specifically, Class 1 denotes 
students with delayed graduation, while Class 2 
denotes students with timely graduation. It is 
observed that for the provided data source delayed 
graduation students (i.e., Class 1) are 386, while the 
number of timely graduation students (i.e., Class 2) 
is 892. 
 
3.2  Derived Data Source 
Since the time span of studies is wide it is observed 
that undergraduate courses have changed through 
time either their names or their context. To avoid 
overlaps focus is given to core courses, thus 
omitting discipline courses. A number of core 
courses is 15 in the undergraduate program of 
studies spanning from the first to the last semester 
of the undergraduate program. Feature selection is 
applied to the observed data courses and it is found 
that only a subset of them was significant for further 
experimentation, that is only 5 core courses, [28]. 
Concretely, such courses span only in the first four 
semesters of study, that is a timely or a delayed 
graduation could be predicted from the first two 
years of study thus enabling proactive recovery of 
students that will face some problems in finishing 
their studies. Specifically, these courses are: (1) 
Mathematical Analysis & elements of Linear 
Algebra taught in the first semester, (2) advanced 
mathematical Analysis taught in the second 
semester, (3) discrete mathematics taught in the 
second semester, (4) introduction to 
telecommunications taught in the third semester, 
and (5) algorithms & complexity taught in the fourth 
semester of studies. Intuitively, it is derived that 
only the maximum number of grades information 
observed in the interval [0, 10] is significant for 
performing data analytics with the adopted LSTM 
Neural Network. Subsequently, grades aggregation 
leads to better predictive results, thus initial grades 
were transformed according  tothe following rules: 
(1) grade equals to 0 for grade interval between 
[0, 4.9], (2) grade equals to 1 for grade interval 
between [5, 6.9], (3) grade equals to 2 for grade 
interval between [7, 8.9], and (4) grade equals to 3 
for grade interval between [9, 10]. After data 
preprocessing it is observed that the final number of 
students prepared for experimentation is 674. 
Intuitively, derived delayed graduation students 
(i.e., Class 1) are 257, while number of timely 
graduation students (i.e., Class 2) is 417. 

Concretely, derived data source class instances 
are visualized as presented in Figure 1. Intuitively, 
Class 1 instances data distribution (i.e., delayed 
graduation students) is depicted in the bottom left 

corner with blue ‘x’ marks. Subsequently, Class 2 
instances data distribution (i.e., timely graduation 
students) is depicted in the upper right corner of the 
plot with red ‘x’ marks. 

 

 
Fig. 1: Class instances of derived data source 
 
 
4 Evaluation Parameters 
Assessing the performance of the adopted LSTM 
Neural Network deep learning algorithm, certain 
valuation methods and evaluation metrics should be 
incorporated to perform specific experiments and 
observe derived results. 

 
4.1 Evaluation Method 
To evaluate the adopted LSTM Neural Network 
deep learning algorithm there are used certain 
evaluation methods. Authors adopt one of the 
widely used evaluation methods, due to its 
simplicity and optimum results, which is 10-fold 
cross-validation. Specifically, such an evaluation 
method divides the input dataset into 10 equal-sized 
parts and then in a certain loop incorporates the first 
9 parts to train the LSTM Neural Network 
classification algorithm and the remaining 1 to test 
the classifier. This process is repeated until all the 
parts are used for training and testing. 
 
4.2 Evaluation Metrics 
Given the evaluation method, which is proposed to 
support the experimental setup there is a need to 
adopt specific evaluation metrics. Such metrics are: 
(1) prediction accuracy, (2) correctly classified 
instances, and (3) confusion matrix that are able to 
assess the efficiency of a deep learning 
classification algorithm, such as the adopted LSTM 
Neural Network algorithm. 
  
4.2.1 Prediction Accuracy 

The effectiveness of the adopted LSTM Neural 
Network algorithm is assessed by incorporating 
prediction accuracy evaluation metric, 𝑎 ∈ [0, 1], 
which is defined in the following mathematical 
equation, (1): 
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𝑎 =
𝑡𝑟𝑝𝑜𝑠+𝑡𝑟𝑛𝑒𝑔

𝑡𝑟𝑝𝑜𝑠+𝑓𝑙𝑝𝑜𝑠+𝑡𝑟𝑛𝑒𝑔+𝑓𝑙𝑛𝑒𝑔
       (1) 

 
Where, 𝑡𝑟𝑝𝑜𝑠, are the instances, which are 

classified correct as positives, and, 𝑡𝑟𝑛𝑒𝑔, are the 
instances, which are classified correct as negatives. 
In addition, 𝑓𝑙𝑝𝑜𝑠, are the instances, which are 
classified false are positives, and, 𝑓𝑙𝑛𝑒𝑔, are the 
instances, which are classified false as negatives. A 
low value of 𝑎 means a weak classifier while a high 
value of a indicates an efficient deep learning 
classifier. 
 
4.2.2 Correctly Classified Instances 

In deep learning literacy, such as in the adopted 
LSTM Neural Network algorithm, it is common to 
express prediction accuracy as a percentage thus 
observed results being more easily interpreted and 
presented. Concretely, it is used the term correctly 
classified instances, 𝑐 ∈ [0%, 100%], which is 
defined according to the following mathematical 
equation, (2): 

𝑐 = 𝛼%                     (2) 
 

Where, a value close to 0% means that the 
classification algorithm is not efficient, while a 
value close to 100% indicates that the deep learning 
algorithm is able to classify instances optimally. 
 
4.2.3 Confusion Matrix 

We also evaluated the adopted deep learning LSTM 
Neural Network classification algorithm with the 
confusion matrix evaluation metric. A confusion 
matrix is a special form of data matrix, which in the 
case of a binary classification of 2 classes, (i.e., 
Class 1: denoting the categorical class data value of 
delayed graduation students, and Class 2: denoting 
the categorical class data value of timely graduation 
students) has the following encoded form, as 
described in Table 1. 
 

Table 1. Confusion matrix evaluation metric 
 
 
 
 
Where, “A” quantity depicts the number of 

Class 1 instances, which are classified correctly as 
instances of Class 1. “B” quantity depicts the 
number of Class 1 instances, which are falsely 
classified as instances of Class 2. “C” quantity 
depicts the number of Class 2 instances, which are 
falsely classified as instances of Class 1. “D” 
quantity depicts the number of Class 2 instances, 

which are correctly classified as instances of Class 
2. It holds that “A”, “B”, “C”, and “D” are denoting 
certain numerical data values, which are observed 
during the evaluation process. 

A given classification model, such as the 
adopted deep learning LSTM Neural Network 
algorithm, is considered efficient if it maximizes the 
numerical data elements of the main diagonal of the 
confusion matrix (i.e., “A”, and “D” should have 
high numerical data values) and also minimizes the 
other numeric data elements of the matrix (i.e., “B”, 
and “C” should have low numerical data values). 
 

 

5  Experiments and Results 
Experiments are performed by the adopted LSTM 
Neural Network deep learning algorithm, which is 
evaluated based on certain evaluation method and 
metrics. Results observed have an impact on the 
potentiality of the selected deep learning model for 
the stated problem of the current research effort. 
 
Table 2. LSTM Neural Network tuning parameters 

 
5.1 Experimental Setup 
An LSTM Neural Network deep learning algorithm 
is incorporated to perform predictive analytics based 
on the derived data source. Since there exist two 
classes, namely, Class 1 of delayed graduation 
students and Class 2 of timely graduation students 
this is a binary class classification problem. The 
adopted inference model is provided by Weka 
machine learning software, [29]. However, to 
observe optimal results there is a need to fine-tune 
the provided algorithm according to certain 
parameters’ values. Specifically, the adopted model 
requires one input layer of 1 node and one hidden 
layer. The hidden layer is composed of 2 nodes, 
while the output layer is also composed of 2 nodes 
(i.e., one node for each of the two classes). 
Intuitively, the hidden layer activation function is 
ReLu, while the output layer activation function is 
SoftMax. Tuning model parameters along with their 
values are described in Table 2.  
 
 
 
 

Class 1 Class 2 ← Classified as 
A B Class 1 

C D Class 2 

Algorithm tuning parameter Value 

Input layer 1 node 
Number of hidden layers 1 
Hidden layer 2 nodes 
Output layers 2 nodes 
Hidden layer activation function ReLu 
Output layer activation function SoftMax 
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5.2 Derived Results 
A fine-tuned LSTM Neural Network learning 
algorithm is then used for experimentation, which 
provides certain results. 
 
5.2.1 Observed Prediction Accuracy 

The evaluation method incorporated to evaluate the 
adopted LSTM Neural Network binary class 
classification algorithm is 10-fold cross-validation. 
According to this evaluation method observed 
prediction accuracy is: 𝑎 = 0.781899, which is a 
high value for prediction accuracy thus proving that 
the adopted machine learning algorithm is suitable 
for the examined binary class classification 
problem. 
 
5.2.2 Observed Correctly Classified Instances 

According to the evaluation method of 10-fold 
cross-validation correctly classified instances it 
occurred to be: 𝑐 = 78.18%, which indicated that 
the selected LSTM Neural Network algorithm is an 
optimal choice for the examined classification 
problem. 
 
5.2.3 Observed Confusion Matrix 

Confusion matrix results are derived based on the 
10-fold validation evaluation method for the 
examined binary class classification problem. 
Derived results are presented in Table 3. 
 

Table 3. Confusion matrix of observed results 
 
 
 
 
It can be observed that most of the classified 

instances are located in the main diagonal of Table 
3. Specifically, the quantity of elements in the main 
diagonal depicts the significant number of certain 
instances, which are correctly classified. Concretely, 
such an optimal prediction behavior indicates a 
robust deep learning LSTM Neural Network 
classification algorithm for the examined binary 
class classification problem. 

Intuitively, the adopted LSTM Neural Network 
algorithm has certain classification errors, which 
affects its prediction accuracy. Such classification 
errors can be visualized as presented in Figure 2. 
Subsequently, it can be observed that Class 1 error 
instances (i.e., depicted with blue ‘squares’) have 
been plotted within the Class 2 correct instances 
area (i.e., depicted with red ‘x’ marks) in the upper 
right corner of the visualized classification results. 
In the bottom left corner, it can be also observed the 

Class 1 correct instances area (i.e., depicted with 
blue ‘x’ marks). 

 

 
Fig. 2: Visualization of classification errors 
 
 
6  Discussion 
The current research effort has specific strengths 
and certain weaknesses, which are analyzed to 
assess qualitatively the potentiality of the study.  
 
6.1 Strengths of the Study 
The provided data source contains information on 
almost twenty years of students’ activity at the 
Department of Digital Systems at the University of 
Piraeus, Greece. Concretely, a data preprocessing 
phase is required to mine rich context, which in turn 
can be used to further perform predictive analytics. 
During this phase, there were separated cores from 
discipline courses. Research focuses on core courses 
that are fundamental for determining a timely or a 
delayed graduation. Intuitively, courses of only the 
first four semesters of studies are capable of 
providing proactive predictions on students’ 
graduation. Subsequently, an LSTM Neural 
Network deep learning algorithm is incorporated to 
predict sufficiently a timely or a delayed graduation 
of certain students contained in the derived data 
source  
 
6.2 Weaknesses of the Study 
Discontinuity of undergraduate programs’ courses 
during the time period span of almost twenty years 
affects the quality of the derived data source. 
Specifically, rich information is lost during the data 
preprocessing phase, which leads to the deletion of 
more precise information. However, such 
inefficiencies are part of the provided data source 
and are inherent to the initial data source, thus it 
could not be feasible to exploit further their 
potentiality. In addition, although prediction 
accuracy is high and Class 2 has been successfully 
predicted there is not the same for Class 1 
prediction. This is explained due to the fact that 
Class 1 students either have decided to follow a 

Class 1 Class 2 ← Classified as 
110 147 Class 1 

0 417 Class 2 
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delayed graduation behavior or are in the process of 
actively performing their studies at a more relaxed 
pace, which affects the observed prediction 
accuracy.  
 

 

7  Conclusions and Future Work 
Defining a timely or a delayed graduation of the 
students population is of significant importance for 
a university since such knowledge has an impact on 
academic ratings worldwide. Concretely, proactive 
prediction of students’ behavior can affect the 
countermeasures incorporated by the university to 
help students with their activities to have an 
interesting and valuable daily activity. Intuitively, 
timely graduation can positively affect the amount 
of salary gained on the open market, while delayed 
graduation might lead to low wages.  

In this research effort, we exploit the 
potentiality of students’ data from the Department 
of Digital Systems at the University of the Piraeus, 
Greece to proactively predict a timely or a delayed 
graduation based mainly on core courses of the first 
four semesters of study. Future work will be 
towards the direction of being able to proactively 
infer students’ academic behavior based on more 
detailed information existing in the undergraduate 
programs such as the discipline courses thus adding 
more knowledge to the adopted LSTM Neural 
Network deep learning algorithm, which is 
incorporated in this research study. 
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