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Abstract: - Among the different techniques of Machine Learning, we have selected various of them, such as 
SVM, CART, MLP, kNN, etc. to predict the score of a particular wine and give a recommendation to a user. In 
this paper, we present the results from the LDA and kNN techniques, applied to data of Rioja red wines, 
specifically with Rioja Qualified Denomination of Origin. Principal Component Analysis has been used 
previously to create a new and smaller set of data, with a smaller number of characteristics to manage, contrast, 
and interpret these data more easily. From the results of both classifiers, LDA and kNN, we can conclude that 
they can be useful in the recommendation system. 
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1 Introduction 
Currently, Machine Learning techniques are varied 
and are applied to different fields of science. In 
addition, they can also be applied to industry. One 
of those possible applications is the wine industry 
and the field of enology. The production and 
consumption of wine in the world is currently of 
great importance in certain countries, such as Spain, 
Italy, Greece, Chile, France, etc., [1], [2], [3], [4]. 

Wine has a tradition in society that goes back 
thousands of years, integrating itself into the culture 
of different societies and forming part of everyday 
life in different classes at different levels, [5], [6]. 
However, it is still the wine experts who generally 
mark the quality of wines, also based on laboratory 
analysis assessments by authorities and wine 
producers, [7], [8]. 

This personal experience when tasting a wine 
depends on each person. Even if it is the same wine, 
vintage, and production, even the same bottle, each 
person can feel different nuances and classify the 
same wine in different ways. Therefore, it is 
interesting to be able to predict the rating of a wine 
based on each person. 

The mathematical models that can be used to 
predict each person are very diverse. But if we also 
want it to be done automatically, statistical 
techniques based on Machine Learning (ML) can be 
very valid and are postulated as suitable tools for, 
among other things, generating personalized 

predictive models automatically, [9], [10]. These 
techniques allow making a prediction based on a 
database of previously collected data and, in our 
case, focus on the evaluation of wines. In this 
article, we focus on the prediction of personal 
evaluation. 

By applying ML techniques, it is possible to 
predict what would be the rating of a wine given by 
a certain person, as long as the data related to that 
specific wine is provided (wine characteristics) and 
there is also a background of the person's tastes. 

Machine Learning techniques are usually divided 
taking into account the type of learning into two 
main groups, which are unsupervised and 
supervised, [11]. 

For unsupervised learning, only the 
characteristics that identify the product to be 
compared, which in our case is wine, would be 
necessary. The score given to the wine in previous 
tests is not necessary. Although the effectiveness of 
these unsupervised techniques may normally be 
lower than supervised learning techniques, the 
contribution they make to the study can be very 
useful in simplifying the number of functionalities 
that are used. Some of these techniques are Linear 
Discriminant Analysis (LDA) and Principal 
Component Analysis (PCA), [12]. 

In contrast, in supervised learning, it is necessary 
to include the results of previous evaluations, 
already known, so that the methods can be them and 
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train with them. Some of the techniques of this type 
of Machine Learning are support vector machines 
(SVM) [13], [14], classification and regression trees 
(CART) [15], [16], k-nearest neighbor (kNN), [17] 
multilayer perceptron (MLP) [18], [19], Naïve 
Bayes classifiers (NBC) [20], [21], linear regression 
(LR) [22] and logistic regression [23]. 

They are different techniques that can be more or 
less interesting depending on the problem to be 
analyzed, its characteristics, the available data, etc. 
However, sometimes the analysis can obtain better 
results if several of these techniques are combined, 
[24], [25]. 

For the study of wines, one of the characteristics 
that is usually chosen to try to classify this product 
is the concentration of anthocyanins, [26], [27]. 

This article aims to explain the applicability of 
different Machine Learning techniques to make 
meaningful recommendations, individually for each 
person, referring to Rioja red wines, specifically 
with Rioja Qualified Denomination of Origin 
(DOC). 
 

 

2   Data Sets 
As a prior step to the study of Machine Learning 
techniques, different sets of wine characteristics 
were obtained. These characteristics were the 
following: 
 the characteristics obtained in the analysis of 

the wines, which, originally, were a total of 62; 
 21 components derived from anthocyanins; 
 the PCA components that express 99%, 95%, 

and 90% of the variability in the data (16 
components in the PCA90 set, 23 components 
in the PCA95 set, and 37 in PCA99); 

 the class-independent Fisher discriminant of 3 
components for each taster; 

 the class-dependent Fisher discriminant with 12 
components per taster; and finally,  

 three sets of selected characteristics: on the one 
hand, from the first taster, 19 characteristics 
from his data; from the second taster, 36 
characteristics of the data of that second taster, 
these two subsets forming two LDA selections; 
and the third set of selected features was QDA 
selection, with a total of 21 features. 

 
 

3   Principal Component Analysis 
Principal Components Analysis (PCA) is a Machine 
Learning technique that fits within the category of 
unsupervised learning. Based on the characteristics 
of a data set, this technique allows creation a new 

set of characteristics, smaller in number and, 
therefore, easier to manage, contrast, and interpret. 
To achieve this objective, a linear transformation is 
used first, to then select a smaller number of those 
characteristics but without losing important 
information for the study, [28], [29]. 

Focusing briefly on the mathematics behind this 
method, the final objective of PCA is to find an 
orthogonal matrix that allows a change of 
characteristics, from the original ones to a new set, 
in such a way that the characteristics of the new set 
are not correlated with each other and all of this in 
order of decreasing variance. This means that this 
set of new characteristics will have a diagonal 
covariance matrix and the elements of its main 
diagonal will be ordered from largest to smallest. 
The variance captured by each component is 
represented by the eigenvalue   associated with each 
eigenvector i. In this way, the average error 
committed when approximating the original data 
with the new set will coincide with the sum of the 
eigenvalues of the components not selected in the 
study. 

Let X be a random vector of r variables (r-
dimensional), each with n observations, which can 
be expressed as deviations from the mean or 
standardized: 

 
 1 2 3, , ,...,  rX X X X X  (1) 

 
The steps to apply the algorithm are as follows: 

 In the data, taking the characteristics i one by 
one, its arithmetic mean is calculated 
separately, and also a measure of its variance, 
such as the standard deviation. Subsequently, 
each characteristic is normalized. 

 Then, using the normalized data, the covariance 
matrix is calculated. 

 
1 T

norm norm
S X X
r

   (2) 

 
 Then, the eigenvalues of the matrix S and 

the associated eigenvectors are obtained. 
The most widely used algorithm for this 
step is the singular value decomposition 
and singular vector decomposition. 

 Next, the n eigenvectors of S associated with 
the largest eigenvalues are taken. Thus, the 
matrix   reducedU  is generated. 

 Finally, the data for the new vector space is 
obtained. These will be the reduced 
(transformed) ones through this technique. For 
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the training data set, we will therefore have 
 reduced reducedX X U . 

In this way, the original data are compressed and, 
in addition, its representation is usually possible due 
to the reduced number of dimensions. 

 
 

4    The Classifiers 
The Machine Learning techniques used were the 
following: QDA, LDA, NBC (Naïve Bayes), CART, 
kNN, Multi-Layer Perceptron (MLP) and 
Probabilistic Neural Networks (PNN). Using these 
techniques, different families of classifiers were 
generated. Matlab R2019b was used to carry out the 
calculations and the study. 

The mission of a classifier is to correctly assign 
data represented by a vector of d characteristics, to 
one of c different categories, which have been 
previously defined. We will use  1 2, ,..., dx x x x  to 
designate the data and 1 2, ,..., cC C C  to designate the 
categories or classes. Most Machine Learning 
techniques search for and assign the category to 
which the lowest risk is associated if an error 
occurs. That is, for a certain data x, the techniques, 
in general, first, calculate the risk or consequences 
of making a wrong decision by incorrectly selecting 
the category 

i
C  using the expression: 

 

1

1

( ) ( , ) ( )

( , ) ( ) ( )

c

i i j jj

c

i j j jj

R C x L C C P C x

L C C P C P x C





 






 (3) 

 
where ( , )

i j
L C C  represents the losses if it is decided 

to classify an element as 
i
C , when in reality it 

belongs to class 
j
C . After that, the techniques 

choose the 
i
C  that minimizes ( )

i
R C x . 

Different expressions can be used for the loss 
function, depending on how you want to show the 
result of a bad recommendation. 

Normally, the standard expression is used, but 
two cases tend to get more attention: the first one is 
when a sample that has the worst possible 
classification is classified as a positive sample; and, 
the second case, is when you have an ordinary (or 
even negative) sample and it is misclassified as 
positive. 

If what happens is that a sample is classified as 
the best of all the samples, when the truth is that it 
does not belong to that optimal class, the result 
would be recommendations that would be 
misleading and that would cause the users to 

withdraw their trust in the recommendation system. 
This may lead to discontinuation of the 
recommender system or even to penalties. 

Generally, some degree of distrust is generated, 
which is directly proportional to the distance 
between the categories, but that degree of distrust is 
not always the same. Fundamentally, the user 
usually shows more interest in positive 
recommendations than in negative 
recommendations. We propose for this case the loss 
matrix shown in Table 1, where the classification 
mistakes are taken into account. 

In our case, and because the number of samples 
was not large, the classifiers were validated using 
Leave One Out (LOO). 

 
Table 1. Loss matrix in which the consequences of 
the classification mistakes are taken into account. 

Real 
 

Classified 
Bad Medium Good Excellent 

Bad 0 2 3 4 

Medium 1 0 1 3 

Good 1,5 1 0 2 

Excellent 3,5 2,5 1,5 0 
 
 
5   Linear Discriminant Analysis 
The Linear Discriminant Analysis (LDA) technique 
is usually used to classify each of the samples with 
the assumption that the probability distribution 
( )

j
P x C  is a multivariate Gaussian with mean 

j
m , 

and that the covariance matrix is the same for all 
distributions of the different classes. This 
covariance matrix is represented as: 
 

intra intra

TS U S U     (4) 
 
with U taken from the class-independent Fisher 
discriminant algorithm. 

The decision is made according to the so-called 
Fisher discriminant functions: 

 

1

int

int

1
log ( ) ( )

2

( )

1
log ( ) log

2

log 2
2

j j

T

ra j

j ra

P C x m

S x

x

m

P C S

n




   

   

  



 (5) 

 
If we had standard losses, the decision limits 

obtained using this technique are the hyperplanes 
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equidistant from the centroids of the different 
classes (Figure 1). 

 

 
Fig. 1: Decision regions of the not-validated LDA 
classifier in the first two independent Fisher 
principal components for the data of the first taster 

 
In our case, when we use the proposed loss 

matrix, we try to ensure the predictions are 
classified as positive and negative by decreasing the 
regions assigned to these classes (Figure 2). 

This way of operating can be interpreted in a 
way that, for the boundaries of those particular 
regions, we are increasing their safety margin. 

 

 
Fig. 2: Decision regions of the not-validated LDA 
classifier in the first two independent Fisher 
principal components for the data of the first taster 
with a non-standard loss matrix 

 
The classifiers validated through LOO that use 

the first three principal components of the data of 
the first taster obtain an overall accuracy of 90.62%. 

All samples in the Truly Bad category have been 
correctly classified. However, this technique has had 
some problems with the samples rated with the 
highest score by the taster. If we take the 20 samples 
that obtained the highest score, 1 of them was 
classified as Good, and 2 as Medium; This implies 
that 15% of the samples that should be 
recommended as a priority to a potential user would 
be lost and would be classified with a lower score. 

However, the biggest problem that has been found is 
that this technique recommends three samples as 
having a maximum score when their true 
classification is simply Medium. Something similar 
happens with one of the samples in the Good 
category, which is also wrongly classified among 
the best. This can cause great disappointment to the 
user of the system, since 19% of the samples that 
the classifier issues as positive recommendations 
would not be positive (Figure 3). 

 

 
Fig. 3: Confusion matrix of the 3 independent Fisher 
components of the main class LDA classifier, 
validated by LOO, for the first taster data with the 
standard loss matrix 

 
With the data from the second taster, the 

accuracy of the validated classifier is even better, at 
95.31%. These good results with these classifiers 
may be due to the high separability of the classes. 

On the other hand, we have verified that when 
using PCA to eliminate noise in the data before the 
Fisher method, no advantage is obtained. 

 
 

6   k-Nearest Neighbors 
The k-Nearest Neighbors (kNN) algorithm is a 
simple algorithm that falls under the category of 
supervised learning. It is often used for 
classification, [30], [31]. Using this algorithm, the 
decision regions that separate each class can be 
constructed, without first needing to estimate the 
density function. 

To build these decision or classification regions, 
all the training cases provided are saved by the 
algorithm to later compare the distances between the 
new sample that we want to classify and every one 
of the training cases. Thus, the algorithm obtains an 
ordering with the k nearest neighbors. The category 
assigned to the new input sample is that which is in 
the majority among those k nearest neighbors. 

In the reference [32], several ideas to build a 
kNN classifier that supports a non-standard loss 
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matrix are proposed. If we estimate the probability 
( )

j
P C x  using the number of nearest neighbors in 
each category, we can then calculate the risk to 
finally make our choice. In this case, the relative 
frequency of occurrence of each category in the 
subset of the selected k nearest neighbors is taken as 
an estimate of ( )

j
P C x . 

The number of neighbors to choose and the 
metric used to measure distances are the parameters 
in our design. We will previously select the distance 
metric, which can be Euclidean or another, such as 
the Manhattan distance, and we will build two 
different sets of classifiers. Once we preselect the 
metric, we reserve a sample to test the classifiers 
using LOO. To choose the most favorable option, of 
the samples that remain unused, we reserve one to 
validate the classifier and select the number of 
neighbors. The rest of the samples will be used as 
training samples. 

Following this procedure, in the case of the first 
data set, we obtain 96 different classifiers with 95 
validated variations for each one according to the 
number of neighbors. Using each of these 
variations, we can construct the confusion matrix 
and calculate the total losses by applying the loss 
matrix over the confusion matrix. Finally, we 
proceed to calculate the average of the costs among 
the 95 experiments carried out, choosing the optimal 
number of neighbors (Figure 4). 

We want to highlight here that the samples that 
had been reserved to test the final classifier have not 
been used to obtain this value. 

The decision regions (or, in general, 
classification regions) are different depending on 
whether Euclidean distance classifiers or Manhattan 
distance classifiers are used. 

Figure 5 shows the different classification 
regions in the case of the Manhattan distances for a 
classifier with the loss matrix of Table 1 on the first 
data set built using only the first two Fisher 
principal components. As it can be seen, such a 
metric distance tends to form separation regions 
parallel to the axes along which distances are 
measured. 

This vision of the problem shows us that, in this 
case, the classifiers with the proposed losses also 
tend to increase the regions of the intermediate 
categories, such as Medium and Good, reducing at 
the extremes, that is, in the classifications called 
Bad and Excellent. 

This acts again as an increase in the guard zone 
when making significant predictions, trying to 
discard doubtful cases from the Excellent and Bad 
categories and ensuring in some way that the 

resulting predictions of those categories are more 
reliable. This increase translates into a greater 
extension of the regions associated with the 
intermediate categories. 
 

 
Fig. 4: Classification regions using the first two 
class-independent Fisher principal components for 
k=4 along with standard lossy Euclidean distance 
 

 
Fig. 5: Classification regions using the first two 
class-independent Fisher principal components for 
k=4 along with the Manhattan distance with 
proposed losses 
 

Table 2 shows the results obtained after applying 
the kNN technique to the second data set. These 
results can be considered excellent since they 
represent the characteristics in the independent 
components of each Fisher class with more than 
95% accuracy. The use of different distances or 
metrics does not seem too relevant since the results 
are very similar, although it is true that it provides 
slight improvements in the classifiers. 

The differences between using one metric or 
another are smaller than the margin of error that 
arises when validating the data. 

Figure 6 and Figure 7 show the confusion 
matrices and it can be seen that they coincide for 
both types of metrics when the number of neighbors 
is optimal. 
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We also want to highlight that the proposed loss 
classifier provides correct recommendations in 
100% of the cases, losing only one case that was 
originally Excellent in the process. 

 

 
Fig. 6: Confusion matrix of the kNN classifier 
validated using LOO on the second data set, without 
losses 
 

 
Fig. 7: Confusion matrix of the kNN classifier 
validated using LOO on the second data set, with 
losses 
 

If we consider the first data set, the application of 
the kNN technique obtains lower precision results, 
slightly lower than 89% of global accuracy. 
 
 
7   Conclusion 
This article presents a comparison of various 
Machine Learning techniques applied to the 
classification of red wines from Rioja. 

The novelty focuses on the applicability and also 
on the results of the PCA, LDA, and kNN 
techniques, comparing the results obtained with 
each of these techniques on the same data. 

The scores of the wines have been grouped into 
four different categories. This has made it easier for 
the samples to be classified according to the 
opinions of the different tasters. 

Furthermore, it has been demonstrated that four 
factors are sufficient to characterize the wines, in 
this case, red wines from Rioja, to create a 
recommendation system. These factors have been: 
anthocyanin derivatives, alcoholic content, tannins, 
and anthocyanins. 

If we take into account the representation spaces 
of the samples, there is no significant advantage in 
the classifiers if we apply the PCA technique to the 
original data. Furthermore, it does not improve the 
classification results if the PCA technique is applied 
before the Fisher decomposition. 

More reliable meaningful predictions can be 
made if we use the proposed loss matrix for 
classifier generation. In this way, greater accuracy is 
obtained per significant category. Unfortunately, it 
is necessary to reduce the total number of 
recommended wines to achieve this greater 
precision, that is, some possible recommendations 
must be lost. 

When we apply the proposed loss matrix, the 
positive and negative predictions are ensured, and at 
the same time the regions assigned to these classes 
are decreased. 

Both classifiers, LDA and kNN, can be useful in 
the recommendation system. On the one hand, the 
kNN classifier without losses in the LDA 
components with 4 neighbors and Euclidean 
distance offers the second best classification rate for 
wines categorized as Excellent (88.2%). In this 
process, only 20% and 25% of the original samples 
are lost. On the other hand, the LDA classifier with 
standard losses offers an intermediate level: its 
success rates are 81% in the Excellent category and 
losses of 20% and 15% of the original samples. 
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Table 2. Design parameters and general results of the kNN classifiers taking into account the second data set 
 Standard Losses Proposed Losses 

Features Distance Optimum number of 
neighbors Accuracy Optimum number of 

neighbors Accuracy 

Originals 
Euclidean 18 35.40 13 40.63 
Manhattan 13 37.50 13 37.50 

Anthocyanin 

derivatives 

Euclidean 4 43.75 15 39.06 
Manhattan 15 45.31 15 40.63 

LDA2 Selection 
Euclidean 3 43.75 6 37.50 
Manhattan 2 48.44 2 48.44 

QDA Selection 
Euclidean 11 43.75 18 37.50 
Manhattan 11 42.19 11 40.63 

PCA 

99% Euclidean 2 43.75 16 37,50 
Manhattan 1 45.31 1 45,31 

95% Euclidean 2 43.75 2 43,75 
Manhattan 2 45.31 2 45,31 

90% Euclidean 2 45.31 2 45,31 
Manhattan 2 46.88 2 46,88 

Fischer’s independent 
Euclidean 5 96.88 9 96.88 
Manhattan 9 96.88 11 96.88 

Fischer’s dependent 
Euclidean 2 46.88 9 43.75 
Manhattan 9 60.94 8 59.38 
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