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Abstract: - This article proposes a model that uses the adjusted mixture cosine model of two components with 

Markov chain (MC2MC) for predicting the monthly rainfall with actual data from Khon Kaen meteorological 

station (381201) in Khon Kaen province, Thailand. The data considers 31 years of historical data from January 

1991 to December 2021. The evaluation is measured by the root mean square error (𝑅𝑀𝑆𝐸) and the 𝑅2 values. 

We found that the mixture cosine model has 𝑅𝑀𝑆𝐸 and 𝑅2 values of 70.72 and 52.49%, respectively, and the 

MC2MC model has 𝑅𝑀𝑆𝐸 and 𝑅2  values of 42.43 and 82.53%, respectively. 
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1 Introduction 
The rainfall data is essential for meteorological 

parameters. It significantly impacts our daily lives, 

causing issues with flooding and drought. One 

particularly has an impact on farming. We are 

currently dealing with climate change, which 

impacts rainfall. Because of these, agricultural 

yields are less specific, and crop insurance is made 

to reduce the risk of loss in unexpected events. As a 

result, analysis of rainfall is frequently carried out 

for a variety of applications, including the impact of 

rainfall on agricultural yields, [1], in addition, for 

building crop insurance as a weather index 

insurance, [2]. Crop insurance is challenging due to 

the presence of missing rainfall data. For this 

reason, data imputation has attracted a lot of 

attention from researchers to fill in the missing 

values with estimation. The traditional prediction 

approaches include regression, [3], [4], [5], [6], [7], 

machine learning, [8], [9], [10], and neural 

networks, [11], [12], [13].  

Each year, the rainfall records significantly 

increase, especially in rainy periods. This behavior 

repeats on a yearly basis. Therefore, the overall 

characteristic of the rainfall data can be said to be a 

time series with a seasonal pattern. The 

characteristic of the seasonality was captured using 

either sine, cosine, or mixture cosine functions. 

Researchers often choose sine and cosine functions 

to estimate the data that have seasonal components, 

[11], [14], [15]. Moreover, the parameter vector of 

the mixture cosine model can be obtained using the 

differential evolution algorithm, [16]. 

In 1906, Markov chain was named after Andrei 

A. Markov, who first published his result, [17]. 

Markov chain is a stochastic process of a 

mathematical model in probability behavior. Many 

authors have used Markov chain to improve the 

model for fitting data. In 2014, Sous et al., [18], 

improved Grey model (1,1) using Markov chain and 

middle points matrix for forecasting gold prices. In 

2019, Azizah et al., [19], proposed an application of 

Markov chain for predicting rainfall data at West 

Java using data mining approach. In 2021, Yutong, 

[20], proposed applications of Markov chain in 

weather and market share forecasts.  

In this research, we propose a model that uses the 

adjusted mixture cosine model of two components 

with Markov chain (MC2MC) for predicting the 

monthly rainfall. The rainfall data from Khon Kaen 

meteorological station (381201) in Khon Kaen 

province, Thailand, are chosen for illustration. Khon 

Kaen is located in northeastern Thailand, as shown 

in the red line in Fig. 1. The data considers 31 years 

of historical data from 1991 to 2021.  
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Fig. 1: Location of Khon Kaen province, Thailand. 

 

 

2 Materials and Method 
 

2.1 Data 
According to the historical data series of the 

monthly rainfall, we have data from January 1991 to 

December 2021 that has complete data for 346 

months and missing data for 26 months. Fig. 2 

shows the arrangement of the data. 

 
Fig. 2: The arrangement of the monthly rainfall data. 

 

Next, Table 1 shows the summary of statistical 

information of monthly rainfall data from January 

1991 to December 2021. 

Table 1. Statistic analysis of monthly rainfall data. 
Variable Details Min Median Mean Max 

Rainfall 

(mm.) 

Monthly rainfall 

data from 

January 1991 to 

December 2021. 

0 91.9 109.7 457.1 

 

2.2 Mixture Cosine Model 
From Fig. 2, we found that the monthly rainfall data 

can be represented as a time series. Moreover, it has 

a behavior like seasonal. Therefore, we shall 

consider our data as a periodic function and choose 

the mixture cosine model of 𝑚 components 

formulated by 

 �̂�𝑟 = ∑ 𝑎𝑏cos (
𝑟 − 𝛼𝑏

𝐺
)

𝑚

𝑏=1

+ 𝑎𝑏+1  

where 𝑎1, 𝑎2, … , 𝑎𝑚+1 are real numbers, and 

𝛼1, 𝛼2, … , 𝛼𝑚 ∈ {1,2,… ,12} represent the months 

with the peaks of each year. Since the cosine 

function has a period equal to 12 months, we choose 

𝐺 =
12

2π
=

6

π
. In this article, we shall estimate the 

parameter vector (𝛼1, 𝛼2, … , 𝛼𝑚, 𝑎1, 𝑎2, … , 𝑎𝑚+1) as 

the following procedure. 

1. Consider 𝛼1 = 1,2,… ,12, 𝛼2 = 𝛼1, 𝛼1 +
1,… ,12, and 𝛼𝑚 = 𝛼𝑚−1, 𝛼𝑚−1 + 1,… ,12. 

2. For each (𝛼1, 𝛼2, … , 𝛼𝑚), use the 

differential evolution (DE) algorithm 

without crossover (population size = 100 

and differential weight = 0.8) to estimate 

the parameters, 𝑎1, 𝑎2, … , 𝑎𝑚+1 with 

minimizing the root mean square error 

𝐸(𝑎1, 𝑎2, … , 𝑎𝑚+1|𝛼1, 𝛼2, … , 𝛼𝑚) given by 

𝐸(𝑎1, 𝑎2, … , 𝑎𝑚+1|𝛼1, 𝛼2, … , 𝛼𝑚)

= ∑(𝑥𝑟 − 𝑥𝑟)
2

𝑎𝑙𝑙 𝑟

 

 where  

�̂�𝑟 = ∑ 𝑎𝑏cos (
𝑟 − 𝛼𝑏

𝐺
)

𝑚

𝑏=1

+ 𝑎𝑏+1. 

3. Choose (𝛼1
∗, … , 𝛼𝑚

∗, 𝑎1
∗, … , 𝑎𝑚+1

∗) = 
 argmin
(𝛼1,…,𝛼𝑚,𝑎1,…,𝑎𝑚+1)

𝐸(𝑎1, 𝑎2, … , 𝑎𝑚+1|𝛼1, 𝛼2, … , 𝛼𝑚) 

 

2.3 Adjust Mixture Cosine Model with 

Markov Chain 

We adjust the mixture cosine model with Markov 

chain to fit the monthly rainfall data. Firstly, we 

construct the transition probability matrix by the 

residual error (𝑒𝑟) of actual data (𝑥𝑟) and predicted 

data (𝑥𝑟) of mixture cosine model, i.e.,  

𝑒𝑟 = 𝑥𝑟 − 𝑥𝑟 

where 𝑟 = 1,2,3,… , 𝑛, and 𝑛 is the amount of data. 

We separate the residual errors into 𝑘 states. 

Define 𝐿 = 25th percentile of {𝑒𝑟} and 𝑈 = 75th 

percentile of {𝑒𝑟}. The length of the interval (𝐼) is 

calculated by 

𝐼 =
𝑈−𝐿

𝑘−2
. 

Each interval of the state is calculated as follows: 

State 1 (𝑆1): 𝑥𝑟 ∈ 𝑆1, if  𝑒𝑟 − 𝐿 ≤ 0. 
State 2 (𝑆2): 𝑥𝑟 ∈ 𝑆2, if 0 < 𝑒𝑟 − 𝐿 ≤ 𝐼. 
State 3 (𝑆3): 𝑥𝑟 ∈ 𝑆3, if 𝐼 < 𝑒𝑟 − 𝐿 ≤ 2𝐼. 

                 ⋮ 
State 𝑘 − 1 (𝑆𝑘−1): 𝑥𝑟 ∈ 𝑆𝑘−1, if (𝑘 − 3)𝐼 <

𝑒𝑟 − 𝐿 ≤ (𝑘 − 2)𝐼. 

State 𝑘 (𝑆𝑘): 𝑥𝑟 ∈ 𝑆𝑘, if 𝑒𝑟 − 𝐿 > (𝑘 − 2)𝐼 =
𝑈 − 𝐿.  
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Let 𝐹 = [𝑚𝑖𝑗]𝑘×𝑘
 be a matrix given by 𝑚𝑖𝑗, 

which is the number of 𝑥𝑟 in state 𝑖 and 𝑥𝑟+1is in 

state 𝑗 where 𝑥𝑟, 𝑥𝑟+1 are not missing data and 𝑟 =
1,2,3,… , 𝑛. Next, let 𝑀𝑖 be the number of data 

belonging to the state 𝑖 such that 

𝑀𝑖 = ∑𝑚𝑖𝑗

𝑘

𝑗=1

, 𝑖 = 1,2, … , 𝑘. 

Therefore, the transition probability of moving 

one step from the 𝑖𝑡ℎ state to the 𝑗𝑡ℎ state is given 

by  

𝑝𝑖𝑗 =
𝑚𝑖𝑗

𝑀𝑖
 ,  

where 𝑖, 𝑗 = 1,2,… , 𝑘. Thus, the transition 

probability matrix is denoted by 𝑇 =  [𝑝𝑖𝑗]𝑘×𝑘
.  

 

Let Δ = [𝛿1  𝛿2 ⋯ 𝛿𝑘]′ where 𝛿𝑖 is the 

represented value of state 𝑖𝑡ℎ given by 

 𝛿𝑖 = 𝐿 + 𝐼
2(𝑖 − 1) − 1

2
  

for all 𝑖 = 1,2,… , 𝑘. 
Therefore, we can adjust the mixture cosine 

model of 𝑚 components with Markov chain, shortly 

called an MCmMC model, which is formulated by 

 𝑥𝑟
∗ = 𝑥𝑟 + 𝑇𝑖Δ  

where 𝑥𝑟 ∈ 𝑆𝑖, 𝑇𝑖 = [𝑝𝑖1 𝑝𝑖2 …  𝑝𝑖𝑘], and 𝑥𝑟 is 

predicted value of the mixture cosine model. 

 

 

3 Results 
The mixture cosine model experiment uses 346 

months of rainfall data. We determine the mixture 

cosine's parameters and function using the smallest 

sum square error based on the actual data. The 

mixture cosine model is fitted via differential 

evolution— the root mean square error value as 

displayed in Table 2.  

 We obtain the best mixture cosine model for 

fitting the monthly rainfall data when 𝑚 = 2, 𝛼1 =
6, and 𝛼2 = 10.    

 It follows that: 
𝑎1 = 120.8039, 𝑎2 = 79.0787 and 𝑎3 = 103.4161. 

We then have 

 𝑥𝑟 = 120.8039cos (
𝜋

6
(𝑟 − 6)) + 

79.0787cos (
𝜋

6
(𝑟 − 10)) + 103.4161. 

A comparison of the mixture cosine model with 

actual data is presented in Fig. 3. 

 
Fig. 3: Graph of mixture cosine model. 

 

The residual error of the mixture cosine model 

and actual data is shown in Fig. 4. 

 
Fig. 4: The residual for mixture cosine model. 

 

As mentioned in section 2.3, we separate the 

residual errors into 8 states. We have 

𝐿 =  −47.2472, 𝑈 = 35.2396, and 𝐼 = 13.7478. 
Each interval of the state is calculated as follows: 

State 1 (𝑆1): 𝑥𝑟 ∈ 𝑆1, if  𝑒𝑟 ≤ −47.2472. 
State 2 (𝑆2): 𝑥𝑟 ∈ 𝑆2, if −47.2472 < 𝑒𝑟 ≤ −33.4994. 
State 3 (𝑆3): 𝑥𝑟 ∈ 𝑆3, if −33.4994 < 𝑒𝑟 ≤ −19.7516. 
State 4 (𝑆4): 𝑥𝑟 ∈ 𝑆4, if −19.7516 < 𝑒𝑟 ≤ −6.0038. 
State 5 (𝑆5): 𝑥𝑟 ∈ 𝑆5, if −6.0038 < 𝑒𝑟 ≤ 7.7440. 
State 6 (𝑆6): 𝑥𝑟 ∈ 𝑆6, if 7.7440 < 𝑒𝑟 ≤ 21.4918. 
State 7 (𝑆7): 𝑥𝑟 ∈ 𝑆7, if 21.4918 < 𝑒𝑟 ≤ 35.2396. 

State 8 (𝑆8): 𝑥𝑟 ∈ 𝑆8, if 𝑒𝑟 > 35.2396.  

The matrix of represented value for each state is 

obtained by: 

Δ =

[
 
 
 
 
 
 
 
−54.1211
−40.3733
−26.6255
−12.8777

0.8701
14.6179
28.3657
42.1135]

 
 
 
 
 
 
 

.

 

 

 

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS 
DOI: 10.37394/23209.2023.20.4

Thitipong Kanchai, Nahatai Tepkasetkul, 
Tippatai Pongsart, Watcharin Klongdee

E-ISSN: 2224-3402 30 Volume 20, 2023



Table 2. The fitting results in terms of the root mean square error of each 𝛼 and 𝛽. 
𝛽 

𝛼 
1 2 3 4 5 6 7 8 9 10 11 12 

1 230.31 225.80 212.81 187.55 157.46 125.80 107.11 115.77 143.10 174.81 202.41 220.32 

2 - 229.72 221.54 202.06 173.90 141.31 113.87 108.16 125.08 157.73 187.33 212.21 

3 - - 216.91 204.32 179.97 149.81 118.17 99.42 106.05 132.48 162.29 190.54 

4 - - - 194.95 176.49 149.75 117.67 91.88 85.31 103.33 132.08 160.77 

5 - - - - 161.95 141.14 114.77 89.23 73.16 77.64 99.24 125.06 

6 - - - - - 125.14 107.76 90.20 76.62 70.72 76.66 92.84 

7 - - - - - - 102.22 96.40 92.93 89.01 86.15 84.83 

8 - - - - - - - 107.06 117.03 118.11 116.04 109.74 

9 - - - - - - - - 137.30 147.73 150.36 145.18 

10 - - - - - - - - - 170.14 178.51 177.06 

11 - - - - - - - - - - 196.00 203.47 

12 - - - - - - - - - - - 215.72 

Therefore, we have the matrix (𝐹) as mentioned 

in Section 2.3 shown below: 

𝐹 =  

[
 
 
 
 
 
 
 
99 0 0 0 0 0 0 0
1 38 0 0 0 0 0 0
0 1 19 0 0 0 0 0
0 0 1 45 0 0 0 0
0 0 0 1 26 0 0 0
0 0 0 0 1 16 0 0
0 0 0 0 0 1 14 0
0 0 0 0 0 0 1 64]

 
 
 
 
 
 
 

. 

The transition probability matrix is obtained by: 

𝑇  

=

[
 
 
 
 
 
 
 
1.0000 0 0 0 0 0 0 0
0.0256 0.9744 0 0 0 0 0 0

0 0.0500 0.9500 0 0 0 0 0
0 0 0.0217 0.9783 0 0 0 0
0 0 0 0.0370 0.9630 0 0 0
0 0 0 0 0.0588 0.9412 0 0
0 0 0 0 0 0.0667 0.9333 0
0 0 0 0 0 0 0.0154 0.9846]

 
 
 
 
 
 
 

. 

Therefore, we obtain the MC2MC model 

illustrated in the equation below: 

 
𝑥𝑟

∗ = max{𝑥𝑟
° , 0}  

where 𝑥𝑟 ∈ 𝑆𝑖 and 

𝑥𝑟
° =  120.8039cos(

2𝜋

12
(𝑟 − 6))

+ 79.0787cos (
2𝜋

12
(𝑟 − 10))

+ 103.4161 + 𝑇𝑖Δ. 
 

Fig. 5 shows the graphs of the actual data, the 

mixture cosine model, and the MC2MC model. The 

lines were derived from actual data, the mixture 

cosine model, and the MC2MC model using blue, 

red, and purple, respectively. The 𝑥-axis and 𝑦-axis 

of each graph in Fig. 5 are the number of the month 

and amount of rainfall (mm.), respectively.  

 
Fig. 5: Comparison of the actual data, the mixture 

cosine model, and the MC2MC model. 

 

 
Fig. 6: Actual and simulated rainfall for MC2MC 

model. 

Fig. 6 shows the actual and generated monthly 

rainfall data in Khon Kaen province, Thailand. The 

red and blue lines are based on actual data and the 

MC2 MC model, respectively. The number of 

months and amount of rainfall (mm.)  represent the 

𝑥-axis and 𝑦-axis of Fig. 6. 

 

 

4 Measuring the Quality of Fitting 
To evaluate the performance of a statistical learning 

method on a given data set, we would like to 

measure how well its predictions match the actual 
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data. The evaluation is measured by the root mean 

square error and the R-square is how well the 

regression model explains observed data. 

The root mean square error (𝑅𝑀𝑆𝐸) is defined 

by 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑥𝑟 − 𝑞𝑟)

2

𝑛

𝑟=1

, 

and the R-square (𝑅2) is defined by: 

𝑅2 = 1 −
∑ (𝑥𝑟 − 𝑞𝑟)

2𝑛
𝑟=1

∑ (𝑥𝑟 − �̅�𝑟)
2𝑛

𝑟=1

, 

where 𝑥𝑟, 𝑞𝑟, �̅�𝑟 are the actual value, predicted value 

of the model, and mean of actual value, 

respectively, and 𝑟 = 1,2,… , 𝑛. The 𝑅𝑀𝑆𝐸 and 𝑅2 

of the models are illustrated in Table 3. 

Table 3. Evaluation value of the models 

Model 𝑅𝑀𝑆𝐸 𝑅2 

Mixture cosine 70.72 52.49% 

MC2MC 42.43 82.53% 

 

Table 3 shows the performance of the mixture 

cosine model and the MC2MC model for fitting the 

actual data. 

 

 

5 Conclusion 
The proposed model uses the adjusted mixture 

cosine model of two components with Markov chain 

(MC2MC) for predicting the monthly rainfall data 

from Khon Kaen meteorological station (381201) in 

Khon Kaen province, Thailand. The data considers 

31 years of historical data from January 1991 to 

December 2021. We found that the mixture cosine 

model has 𝑅𝑀𝑆𝐸 and 𝑅2 values of 70.72 and 

52.49%, respectively, and the MC2MC model has 

𝑅𝑀𝑆𝐸 and 𝑅2 values of 42.43 and 82.53%, 

respectively. According to these findings, the 

MC2MC model has a 40.00% better 𝑅𝑀𝑆𝐸 than the 

mixture cosine model. The MC2MC model can 

describe the monthly rainfall data since it has an 

acceptance rate of 𝑅2 =  82.53%. 
The application of this work can be utilized to 

anticipate the missing variables or to predict the 

value of the periodic data such as annual rainfall, 

daily temperature, or the number of tourists visiting 

the famous place.  
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