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Abstract: - In the field of virtual reality, Collision Detection Technology was widely developed for improving 
the performance of 3D Graphics. Following rapid growth of virtual objects with complex shapes, conventional 
methods perform harder to effectively detect the collision. Facing the problem, we presented a collision 
detection algorithm based on improved quantum particle swarm optimization. Firstly, we converted the 
collision detection problem into nonlinear constrained optimization problem. Secondly, we employed the 
Euclidean distance to evaluate whether there was collision between two objects. Then, we improved the 
quantum particle swarm optimization (QPSO) algorithm by (1) using quantum Hε gate and quantum rotation 
gate in changing quantum probability amplitude, (2) changing the mutation operator with Quantum Hadamard 
Gate and (3) modifying constant Inertia Weight to random inertia weight. In the end, the results of numerical 
simulation and analysis were provided to verify the validity of our algorithm. 
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1 Introduction 
Collision detection problem was a long-term subject 
in 3D graphics of computer. It had been extensively 
applied in various fields, such as CAD/CAM 
technology, robot motion optimization, virtual 
reality, computer animation, computational 
geometry. The research of collision detection 
problem was based on a simple common sense: two 
objects cannot penetrate each other and share the 
same space[1]. 

Currently collision detection methods were 
roughly divided into hierarchy bounding box 
method[2], space subdivision method[3] and 
distance tracking method. Hierarchical bounding 
box method used bounding box to descript the 
complex geometrical crudely. The geometry was 
simple geometric object, slightly larger than the size 
of objects. After the bounding box test, people could 
remove the geometrical object that did not intersect 
rapidly, what reduced testing objects precisely. 
Among them, typical bounding box were axial 
aligned bounding box (AABB) [4], spherical 
bounding box[5] and space bounding box[6]. Axial 
bounding box contained oriented bounding box 
(OBB)[7], discrete oriented bounding box (K-
DOP)[8] and so on. RG Zhang et al[9] proposed a z-

buffer algorithm which combined the space 
projection method. Although such method 
accelerated the detection speed in a way, it 
expended the accuracy of collision detection at the 
same time. The bounding box method, because of its 
simple and convenient, was widely used in coarse 
detection. Due to the object bounding box was 
generally larger than the object actually occupied 
volume, the method had some limitations. Space 
subdivision method divided space into different 
regions and tested whether objects intersect with 
each other in the same space area or not. The above 
methods treated collision detection problem as 
computational geometry problem, but it was also 
treated as a mathematical optimization problem. 
Such as, Distance tracking algorithm. It included 
hierarchical level algorithm based on hierarchical 
data structure and distance calculation algorithm. H-
Walk et al[10] proposed H-Walk algorithm. It was a 
hierarchical algorithm based on Dobkin-Kirkpatrick 
hierarchical data structure. The algorithm was 
simple to computer, convenience manipulate. But its 
efficiency and robustness was not very good. It was 
from this that we derived Lin-Canny algorithm[11]. 
Lin-Canny algorithm was the earliest distance 
calculation algorithm. Subsequently, many 
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improved algorithms[12, 13] were proposed based 
on the Lin-Candy algorithm for enhancing its 
robustness and efficiency. Although many methods 
worked well, they still could not meet people's 
expectances completely. Ming et al[14, 15] used a 
linear programming to depict the collision detection 
problem, but king et al[16, 17] converted it into 
nonlinear programming. SI Vyatkin et al[18] 
pointed out a perturbation function method in 
literature [18]. The above methods did not depend 
on the relative position of the object being detected, 
but depended on the bounding to the being detected 
object which has some limits to the algorithm.  
To better solve the collision detection, this paper 
presents an Improved Quantum Particle Swarm 
Optimization algorithm (IQPSO), which transforms 
the collision detection problem into constrained 
nonlinear optimization problem, then uses IQPSO 
algorithm to solve the nonlinear problem. The 
method in this article is simple, easy to implement. 
In addition, there are fewer parameters need to be 
adapted. 

The rest of the paper is organized as follows: 
section two introduces the distance model. Section 
three describes the improved quantum particle 
swarm algorithm. Section four shows the 
experiment and results anises. In the end, section 
five draws the conclusions and future work. 
 
 
2. Quantum Particle Swarm 
optimization Algorithm (QPSO) 
Quantum particle swarm optimization (QPSO) 
algorithm is a kind of particle swarm algorithm 
based on the principles of quantum computing [19]. 
According to the characteristics of quantum 
entanglement and probability amplitude, a quantum 
bit can be represented not just 0  or 1 , but also a 
superposition of the two[20], in which proportions 
of zero-ness and one-ness are combined in a single 
state. That is k lφ = +0 1 (where k l+ =2 2 1). 

Probability amplitude k  and l  are seemed as 
position of each particle in search spaces. It could 
avoid the random of measure and decoding process 
which changes from binary to decimal.  

In QPSO, solution of the optimization problem 
is presented by the qubit probability amplitude. The 
movement of particle is achieved by quantum 
revolving door. The variation of particle is 
performed by quantum gate. Then, we will 
give details of the specific operations in QPSO. 

Start

mutate to every  particle 
N

update  the particle state of every 
particle though modify inertia weight and 
utilize the improved quantum rotation gate 

calculate the fitness of each particle

initialization of every particle randomly

save the information of the best particle

or

End

substitute the best  position of 
every particle for the former ones 

        

k N

Y

( , ) 0d i iF   

 
Fig.1 The flowchart of QPSO 

 
Step1: initialize the particle swarm randomly.  

QPSO adopt the method of using qubit probability 
amplitude as particle current location coding. 
Considering the coding random during initialization, 
we use the following encoding scheme. 
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where 1 2i Rndϕ π= ×  ； Rnd  is a random in ( )0,1

； 1,2, , ; 1, 2, ,i m j n= =   ; m  is the population 

size ， n is dimension of space. Hence, the 
population of each particle occupied two positions 
traversing the space, these two positions 
respectively corresponding to the probability 
amplitude of the quantum states. 

( ) ( ) ( )( )1 2cos ,cos , cosic i i inp ϕ ϕ ϕ=          (2) 
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( ) ( ) ( )( )1 2sin ,sin , sinis i i inp ϕ ϕ ϕ=            (3) 
Step2: Transform the resolution space and 

calculate the fitness of particles. We compared the 
current position of the particle with the current 
optimal position, if the current position of the 
particle was better than the current best position, 
then substitute the current position for the current 
optimal position; if the current global optimum 
position was better than the searched global optimal 
location, then replace the global optimal location 
with current global optimum position. The fitness of 
two objects was defined below:   

Through using convex hull to represent convex 
polyhedron, the solution of the shortest distance 
between convex polyhedral could be transformed 
into a nonlinear optimization problem with 
constraints. The fitness is the distance value 
between two convex hulls. The value was computed 
by distance model which described as follow:   

Definition 1：a given linear function 

,( , ... ) ...n n nf x x x x x xλ λ λ= + + +1 2 1 1 2 2   (4) 

where n
n Rx x x ∈1 2,, . . . , λi  are real number, 

nR is the n dimensional space. When 

nλ λ λ+ + + =1 2 . . . 1  

and λ λ λ ≥1 2, , . . . , 0n , ,( , ... )nf x x x1 2  is the 
convex combination of ,, ... nx x x1 2 . 

Definition 2 ： if nA R∈ , all of convex 
combination which composed of a finite number of 
arbitrary points of A is convex polytop, written as: 

( ) , , ,..., , ,
1

0 1 2 1
n

i i
i

H A i n n Nλ λ +

=

 = ≥ = = ∈ 
 

∑
                 

(5)  
Convex body had the following properties[24]: 

the distance between two points on different convex 
bodies is not only a local minimum, but also the 
global minimum. But concave body objects did not 
meet the feature. So this article gave two polyhedral 
named A and B, assumed that A and B in the same 
reference coordinate system. The formulation of 
calculating the shortest distance between A and B 
was: 

( ) { }distance , min : ,A B a b a A b B= − ∈ ∈
                 

(6) 
where a  is a point on the convex polyhedron A and 

satisfies
n

i i
i

a xλ
=

=∑
1

, b is a point on the convex 

polyhedron B  and satisfies 
n

i i
i

b yη
=
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1
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n

i
i
λ

=
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1

1 , iλ ≥ 0  ( , ,...,i n=1 2 ). iη  satisfy 

with 
n

i
i
η

=
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1

1 , iη ≥ 0  ( , ,...,i n=1 2 .). So the 

fitness is: 
2 2 2

1 1 2 2 3 3( , ) ( ) ( ) ( )d i i i i i j i i i j i i i jF x y x y x yλ η λ η λ η λ η= − + − + −           
(7) 

where any point p on convex polyhedron A and any 
point q on convex polyhedron B whose coordinates 
are 

1 2 3( , , )i i ip x x x , 1 2 3( , , )j j jq y y y , = 1, 2, . . . ,i m 

and = 1, 2, . . . ,j n . In addition, iλ and iη  are the 
Lagrange multiplier of PSO algorithm. If 

( , )d i iF λ η ≤ 0 , then convex polyhedral A and B 
collide, and vice versa. 

Step3: Updating the particle state. We used the 
inertia weight to change amplitude angle of 
quantum bit and utilized the quantum rotation gate 
to update quantum bit quantum probability 
amplitude. Quantum revolving door is  

( ) ( )
( ) ( )

cos sin
sin cos

G
ϕ ϕ
ϕ ϕ
∆ − ∆ 

=  ∆ ∆ 
                           (8) 

Where ϕ∆ is the quantum incremental phase, 
Quantum probability amplitude is varied by 
changing the quantum phase which realize by 
quantum revolving door. 

Step4: According to the mutation probability of 
each particle, we achieved mutation operation. The 
mutation probability amplitude is converting two 
probability amplitude, which is achieved through a 
quantum non-gate. Its realization is as following 

0 1
1 0

α β
β α

     
=     

     
                               (9) 

where ,α β  are probability amplitude.  
Step5: If the fitness value is less than or equal 

to zero, then output the value of the global optimum 
and end the program. Otherwise, go back to step 2 
loop calculations until it reaches the maximum 
number of iterations (N) or to meet the convergence 
condition. 
 
 
3. Improved Quantum Particle Swarm 
Optimization Algorithm (IQPSO) 
By changing the quantum phase, IQPSO algorithm 
can change the position and velocity of a particle at 

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS
Yuanhua Wang, Qiang 
Zhang, Dongsheng Zhou

E-ISSN: 2224-3402 26 Volume 11, 2014



the same time by quantum rotation gate [21]. Then 
IQPSO algorithm will execute the mutation 
operation by quantum non gate. Among them, the 
update of quantum spin angular is equal to the 
displacement of particles in ordinary PSO algorithm 
commonly; the update of quantum bit probability 
amplitude is equal to the updated position of 
ordinary PSO particle. 

In IQPSO algorithm, different search spaces 
make algorithm to attend different solution spaces, 
but different inertia weights lead particles to move 
in different search space. In the case of constant 
population, quantum coding could extend the 
ergodicity of search, but not change its search space, 
which is not conducive to improve the efficiency of 
the optimization algorithm. Quantum rotation gate 
just changes the phase quantum bit, without 
changing the length of the quantum bits. It is not 
helpful to escape from local optimal value for the 
algorithm. Quantum phase is limited to a smaller 
range by quantum non gate, so that the collision 
detection algorithm could not achieve the optimal 
solution. Quantum Hε  gate [22] limits the quantum 
probability amplitude in a certain range, so 
algorithm could find the optimal value easily. 
Quantum hadamard gate [23] get the φ  to rotate 

around the y-axis by 90ο
, then get the φ  to rotate 

around the x-axis by 180ο
. In that way, we 

increased the diversity of population with the locked 
particle. And for speeding up the progress of the 
collision detection algorithm, we introduced the 
following three improved aspects in the algorithm: 
the choice of inertia weight, the update strategy of 
quantum probability amplitude, selection of 
aberrance operation. Fig.1 is the whole flowchart of 
our algorithm. In it, K is the number of iterations; N 
is the maximum number of iterations. ( , )d i iF λ η is 
the fitness. The details of the algorithm description 
are as follows: 
 
 
3.1 The choice of inertia weight 
In QPSO algorithm, as inertia weight become 
smaller, the density and the search space of 
particles, which hold different speed, decrease 
responding that lead to particles are more likely to 
fall into the local optimum. So that inertia weight 
should be changed following search space. Its 
expression is as follows: 
 

max min min
min

min

max

( ) ( ) ,
( )

,

i
i avg

avg

i avg

f f f f
f f

f f

ω ωω
ω

ω

− ∗ − − ≤ −= 
 ≤

                 

(10) 
where maxω is the maximum weight, minω is the 
lightest weight, f is the fitness function, minf is the 
minimum fitness value, avgf  is the average fitness 
value. 
 
 
3.2 The update strategy of quantum probability 
amplitude 
The operation of quantum rotation gate mainly 
converts the probability amplitude of each quantum 
bit to 0 or 1, then searched for the optimal solution. 
It varied according to the rotation angle, that is to 
say, the amplitude of rotation angle affects the 
convergence speed. If the amplitude was too large, it 
would result to premature convergence; On the 
contrary, it would builddown rate of convergence. 
The quantum Hε gate could converge the 

probability amplitude to ε−1   or ε  , instead of 
0 or 1. Therefore, this paper used quantum rotation 
gate and quantum Hε gate to perform quantum bit 

probability updates. We took [ ]Tp q′′ ′′  as the 
changed quantum probability amplitude. Its update 
rules are as follows: 
(1) If q ε′ ≥ −1 and q ε′ ≥ −1 , then: 

[ ]
TTp q ε ε ′′ ′′ = − 1 .                   (11) 

(2) If p ε′ ≥ −
2

1 and q ε′ ≤
2

, then: 

      [ ]
TTp q ε ε ′′ ′′ = − 1 .                  (12) 

(3) Or else  
( ) ( )
( ) ( )

( )( )
( )( )

T ij ij ij

ij ij ij
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t t t
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α α α

α α

α α

   ∆ + − ∆ +
   ′′ ′′  =     ∆ + ∆ +   
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=  
+ ∆ +  

cos ( 1) si n ( 1) cos

si n ( 1) cos ( 1) si n

cos( ( ) ( 1) )
.

si n( ( ) ( 1) )

       

(13) 
             
where cos( ( ) ( ))ij ijp t tα α′ = + ∆ +1 ,

sin( ( ) ( ))ij ijq t tα α′ = + ∆ +1 , = 1, 2, . . . ,i m ,
= 1, 2, . . . ,j n  

and ε≤ ≤0 1 . ε  has a great impact in the 
algorithm. According to the study [25], we took 
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ε=0. 01 . Then the algorithm of this paper avoided 
the premature convergence phenomenon, achieves 
the global convergence of the algorithm. 
 
 
3.3 The selection of mutation operator. 
Although QPSO algorithm enlarged the search 
space of quantum particle [26], the diversity of the 
population was still easy to lose. In order to increase 
the diversity of population, this paper joined the 
QPSO algorithm into the mutation operator while 
improving quantum rotation gate. In our method, the 
hadamard gate was employed, variation procedure is 
as follows: 

 

cos( )cos( )1 11 4
sin( )1 12 sin( )

4

- ij
ij

ij
ij

π αα
α π α

 +   
=    

     +   .                    
(14) 

where 1, 2,...,i m= and 1,2,...,j n= . 
We took mutation probability to mp , set random 

number ir  for each particle and ( ),0 1ir ∈ . If 

i mr p< , we selected [ ]/ 2n of quantum bits on 
particles randomly, the optimal position of particle 
memory and rotation vector stayed the same. The 
mutation operator was actually on quantum bits of 
rotation angle, such as given an angle of quantum 

bit amplitude α  and the final value was 
4
π α+ , 

which made the next step with regard to the last 
step.  
 
 
4. Experiment and result analysis 
The hardware condition of test is: Intel (R) Core 
(TM) CPU E8400, 2.0GHz, 2GB RAM, AMD 
radeon HD6450 graphics card, XP system. We 
tested in Matlab2010a. Tests included: different 
scenes of the performance in QPSO algorithm only 
with changed inertia weight (W), the update strategy 
of quantum probability amplitude (P), mutation 
operator (M). Different scenes of the performance in 
the same algorithm, the same scene performance 
comparison of different algorithms. Test results are 
shown as follows. The following figures show the 
collision effects in all scenes. One pair is 
demonstrated in the following figure in each scene. 

 
Fig.2 Collection in scene 1 

 
Fig.3 Collection in scene 2 

 

Fig.4 Collection in scene 3 
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Fig.5 Collection in scene 4 

 
The experimental data of scene 1-4 is obtained 

through scanning. Mat file, the data of object C is 
Stanford bunny which was download on the web 
(http://graphics. stanford.edu/data/3Dscanrep /). We 
listed all points of scene1-6 in Table 1. 
 

Table 1 Points of objects in each scene 
 1 2 3 4 
Points of A 2904 35947 2904 23982 
Points of B 2904 35947 23982 35947 
 

For IQPSO, the search results were not only 
affected by the size of search space, but also 
influenced by the parameters of algorithms, such as 
the size of initiation, mutation probability. In order 
to achieve the better results, this article set 
parameters of the QPSO and IQPSO algorithms 
based on empirical analysis. In the others, we set the 
size of individual population as 50, quantum 
probability amplitude and aberrance operation 
should be update respectively. In QPSO, the 
mutation probability is 0.05. In IQPSO algorithm, 
inertia weight, quantum probability amplitude and 
aberrance operation should be update with Eqs.(10)-
(14) respectively. All seniors ran 20 times for each 
other. The results were as follows: 

Experiment 1: different scenes of the 
performance in QPSO algorithm only with changed 
inertia weight (W), the update strategy of quantum 
probability amplitude (P), mutation operator (M). In 
QPSO, Any such improvement shall affect the 
convergence of the algorithm. Therefore the method 
of improvement was very important. We compared 
different improvement of the algorithm to the 
QPSO. (Where IQPSO(w) is the changed with 
mutation probability of QPSO only, IQPSO(P) is 
that updating strategy of quantum probability 

amplitude of QPSO only, IQPSO(M) represents the 
changed of mutation operator in QPSO. F is the 
fitness value. T is the mean time needed to run the 
algorithm once, gen is the number of iterations.).The 
results were as follows: 

Table 2 different inertia weight（W）in different 
scene 

scene T(ms) F(mm) 
algorithm QPSO IQPSO(w) QPSO IQPSO(w) 
1 0.062 0.053 0.107 0.094 
2 0.078 0.007 0.351 0.125 
3 0.093 0.023 0.631 0.304 
4 0.109 0.078 0.781 0.519 
 

Table 3 different strategy of quantum probability 
amplitude（P）in different scene 

scene T(ms) F(mm) 
algorithm QPSO IQPSO(P) QPSO IQPSO(P) 
1 0.062 0.046 0.107 0.003 
2 0.078 0.071 0.351 0.011 
3 0.093 0.101 0.631 0.053 
4 0.109 0.087 0.781 0.147 
 

The results of Table 3 show that IQPSO(P) is 
better than QPSO in computing time. the update 
strategy of quantum probability amplitude expand 
the search area, so the algorithm is able to search 
more optimal solution to some extent, seek more 
quality solutions expanding the search space. So it is 
better to maintain the diversity of population, avoid 
the effects of premature convergence. 
 
Table 4 different mutation operator (M) in different 

scene 
 
scene T(ms) F(mm) 
algorithm QPSO IQPSO(w) QPSO IQPSO(w) 
1 0.062 0.056 0.107 0.005 
2 0.078 0.062 0.351 0.031 
3 0.093 0.085 0.631 0.412 
4 0.109 0.110 0.781 0.613 
 

From the Table 2-4, for the simulation results, 
the improve algorithm have a little excellent in 
average time and fitness value. IQPSO algorithm 
sometimes gets a small part of the solution which is 
not completely superior to the solution of the other 
two algorithms, but most solutions are stable and 
superior to the other two algorithms. To observe the 
effect of the method in this paper, we used punition 
function (PF) [26], QPSO algorithm and IQPSO 
algorithm to compare. 
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Table 5 comparing the results of three 

algorithms 
 

scene T(ms) F(mm) 
algorithm PF QPSO IQPSO PF QPSO IQPSO 

1 13.128 0.062 0.006 21.495 0.107 0.001 
2 31.505 0.078 0.053 27.945 0.351 0.006 
3 39.094 0.093 0.097 32.001 0.631 0.031 
4 57.836 0.109 0.103 34.333 0.781 0.143 

 
Shown in Table 5, IQPSO algorithm is better 

than publish functioning from average result and 
mean time. For IQPSO algorithm and QPSO 
algorithm, the former is better than the latter in 
average iterations and mean time. But to the seniors 
of all algorithms, time-consuming performance of 
IQPSO algorithm is superior to the others. That is to 
say, IQPSO algorithm raised the convergence speed 
of the particle distinctly. This suggests that quantum 
coding could simplify calculations and accelerate 
the speed of calculation. Also, it clearly shows that 
sometimes IQPSO algorithm gets a small part of the 
solution which is not completely superior to the 
other two algorithms, but most solutions are stable 
solution and superior to the other two algorithms. 
The experimental results shows that the IQPSO 
algorithm either in the stability of the algorithm or 
in terms of convergence than the QPSO algorithm 
had varying degrees of improved. In all scenarios, 
IQPSO algorithm has less convergence time than 
the QPSO algorithm. IQPSO algorithm reduces the 
number of calculations in the absence of no increase 
new arguments under control. Improved algorithm 
not only maintains local search capabilities of 
QPSO, but also improves the global search 
capability, the search space for further expansion. In 
addition, the algorithm in this paper broadened the 
search space of the particle, found more suitable 
fitness. It is consistent with the results in Table 5.   
 
 
4. Conclusion and future work 
This paper presented a random collision detection 
algorithm based on distance calculation. We used 
probability amplitude of quantum encoding, 
according the properties of quantum. The quantum 
bits described the position and velocity of the 
particle phase. Changing quantum bits, both position 
and velocity of the particle were changed 
simultaneity. This was not only give full utilize the 
computing quantum, but also simplifies the 
calculation. In addition, the performance of the 
algorithm and detection quality was all increased.  

We can improve the performance of the algorithm 
that provided above from two aspects. On the one 
hand, we will discuss affects of various parameters 
of the algorithm that act on the convergence speed 
of the algorithm. On the other hand, the 
performances of the algorithm in vinous models, 
beyond the model that is utilized on this article will 
be analyzed in the future. 
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