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Abstract: - The e-retail sector is growing day by day and the competitive environment is getting harder. 
Businesses have to compete with their competitors in order to survive. In parallel with the increasing internet 
penetration, the trade volume in E-Retail sites is also increasing therefore the data generated on these sites is 
enormous. Understanding these data with traditional analysis methods is difficult due to the size problem 
mentioned. Difficult to understand data causes loss of time, money and customers. In recent years, machine-
learning algorithms have been frequently used to analyse these large-sized data and to use them in decision-
making. This study aimed to perform predictive analysis for the product recommendation system established by 
using logistic regression, which is a supervised machine-learning algorithm. In addition, the binary 
classification algorithm preferred to predict whether customers make a purchase or not. As a result, the 
accuracy degree of the model was 79.73%. This study has the potential to affect the understanding of 
customers, ensuring customer satisfaction, increasing profit and market share, and contributes to a sustainable 
business purpose. 
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1 Introduction 
Today, physical markets or market places digitized 
at a high speed. This digitalization is very important 
for businesses. In this case, the customers have been 
seen as a marketplace; generate huge amounts of 
data on the internet. These generated data can help 
businesses make decisions in their supply chain 
management processes. 
 
E-Commerce includes transactions in many 
categories that take place on the internet. Retailing 
is one of these categories and is one of the leading 
areas of E-Commerce. Retailing defined as any 
activity that acts as a bridge between the 
producer/supplier and the end consumer and related 
to the presentation of goods and services to the end 
consumer. Electronic retailing emerged as a result of 
the transfer classical retailing activities to virtual 
and online platforms. With the growth in the e-retail 
sector and the increasing interest, the competitive 
environment is getting more and more challenging. 

Businesses aim to increase their sales by 
transforming their physical stores into digital/virtual 
stores. 
 
In 2021, the ratio of e-commerce to general trade 
was 17.7%. Worldwide E-Commerce volume is 
around 4.9 Trillion USD in 2021. As a result, it is 
expected that this volume will reach 7.4 Trillion 
USD in 2025(in Fig.1). 
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Figure 1. World E-Commerce Volume (Trillion 

USD) ( 
https://www.statista.com/statistics/379046/worldwide-

retail-e-commerce-sales/) 

E-Retail sites aim to increase their sales in which 
the data created by the customers on the web pages 
is of great importance. Analysis of this data is useful 
for improving customer satisfaction and experience. 
Traditional analysis methods are insufficient due to 
the large size of the data generated on e-commerce 
sites. This situation causes customer dissatisfaction 
and loss of money and time for businesses. The 
large data size in machine learning increases the 
success of the trained model [1], [2], [3], [4], [5]. 
For this reason, machine-learning algorithms used in 
e-commerce web pages can be successful in 
understanding customer behaviors, making 
appropriate product recommendations or making 
sales forecasts. 
 
This study aimed to measure the success of the 
machine-learning model based on customer 
behaviors by processing the raw data collected from 
a real E-Retail site with logistic regression. It will 
benefit the business in terms of the effectiveness of 
the established system and model by measuring the 
success of the established product recommendation 
system and machine-learning model. 
 

The remaining of the paper organized as follows. 
The literature review presented in section 2. Section 
3 presents the used techniques and. Section 4 
applies and discusses the approach to logistic 
regression method to e-retail company. Finally, 
section 5 analysis the applied method. and finally 
last section summarizes some conclusions and 
discusses potential extensions of the research. 

2 Literature Survey 
Machine learning uses large datasets with minimal 
human intervention and identify models that can 
support decision making. Machine learning 
develops computer algorithms that can imitate 
human intelligence, and it is useful for identifying 
and analyzing markets[6], [7], [8], [9]. Some of the 
reserachers preferred the logistic regression method 
for static representation learning to incremental 
learning of embedding dynamic networks[10], [11], 
[12], [13]. Some studies used the logistic regression 
method to obtain strong rules by addressing the 
multi-label classification problem [14], [15], [16]. 

Some researchers examined the logistic regression 
model for software error estimation and in 
distinguishing between faulty and error-free 
modules [17], [18], [19], [20]. Some of them 
examined the logistic regression model to develop 
the air quality index [21], [22]. Machine learning is 
divided into three subcategories depending on the 
learning paths [23,24]. 
• Supervised Learning 
• Unsupervised Learning 
• Reinforcement Learning 
 
Logistic regression is a classification algorithm that 
falls under the category of supervised learning. In 
the learning process, predictions and decisions are 
made using the learned data. Linear Regression, 
Support Vector Machines, Neural Networks, 
Decision Trees, NaiveBayes and Nearest Neighbor 
algorithms are examples of supervised machine 
learning. By calculating the predictive value of the 
dependent variable with logistic regression binary 
classification, it classifies in the range of 1-Yes, 0- 
(in Fig.2)[6]. 
 

 

Figure 2. Machine Learning Categories by Learning 
Paths 

The model for forecast probabilities is expressed as 
the natural logarithm of the odds ratio: 

( )
1 ( )

P Y
In

P Y  = β0 + β1X1 + β2X2 +… + βkXk  (1)  
 
X1, X2, … Xk are the prediction variables, 
β0,β1,…,βk are the regression (model) coefficients 
and β0 is the intersection point. The odds ratio is 
defined as the ratio of the probability of occurrence 
to the probability of not happening. The purpose of 
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logistic regression is to estimate the βk+1 
parameters. 
 
The maximum likelihood requires finding the 
parameter set with the greatest probability of the 
observed data. The regression coefficients show the 
degree of relationship between each independent 
variable and the outcome. The purpose of Logistic 
Regression is to accurately predict the outcome 
category for individual cases using the best model 
[25], [26], [27], [28]. The goal of model includes all 
predictive variables which consists of the predicting 
the response variable. Logistic Regression calculates 
the probability of success based on the probability 
of failure.  
As a result of the study, it was the job of 
mathematicians and consultants in the past, but with 
the effect of increasing technological developments 
in changing times, more senior managers and 
organizations are trying to use these techniques for 
long-term planning a five-day sales forecast was 
made.  
It is important to analyze the target audience 
correctly and to give the customer what he wants 
with the support of analysis tools to compete in e-
commerce is to understand the customer. At this 
point, forecasting or forecasting analysis is a savior 
for e-commerce sites. The process of predicting the 
visitor's next move in real time by understanding 
customer experiences and behaviors called 
predictive predictive analysis (in Fig.3). 
 

 

Figure 3. Predictive Analysis Process Steps 

Today, due to the increasing customer interest in e-
retail, the size of the competition among e-retail 
sites is growing. It is very difficult for companies to 
understand user behaviors and trends in an 
environment where competition is intense. The data 
generated on these sites is very large. Since 
traditional analysis methods are weak, different 
approaches needed. By using data science and 
machine learning, the business wants to understand 
the customers, to establish a product 
recommendation system and to predict real-time 
customer movements by analyzing the customer 
behavior data on the E-Retail site to increase sales 
by making personalized advertising campaigns. 

Finally, the success of the newly established system 
should be measure. 
 
In order to solve the above-mentioned problem, the 
solution reached by following the steps below. 
Firstly, the structure of the data obtained from the e-
commerce site should be understand. Determining 
the data structure with the Pandas and Numpy 
libraries in Python and queries for the data structure 
is the initial step of the study. 
So as to implement Machine Learning, the data 
must first be brought into an appropriate format with 
Pandas. In the second solution phase, it is aimed to 
conduct customer behavior research and establish a 
product recommendation system with the help of 
Pandas and Seaborn libraries, based on the data 
structures obtained during the determination of the 
structure of the dataset and the preparation of the 
data. In the third stage, it is aimed to measure the 
success of the model in predicting customer 
behaviors by using logistic regression. 

3 Logistic Regression Model 

Logistic regression is a multivariate analysis method 
that studies the relationship between two variables y 
and a series of influencing factors(Huang et al.) . 
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0  is the constant term of the coefficient vector to 

be estimated, i  is the coefficient of the first i 

argument ix in expression 1: 
 

0 1 1 2 2 ...T

n nx x x x            
      (5) 

For  xh , the value of a Function gives the 
following meaning: if represents the probability of 
taking 1 from the variability y. Thus, for the input 
argument vectors, the probability that the x results 
are Class 1 and Class o are:  
 

 h x       1 ;p y x h x      (6) 
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   0 ; 1p y x h x       (7) 

The flowchart of the logistic regression model in 
this study is shown in Figure 2. 

-Construct probability density likelihood functions 
of m samples: 
 

       1 1

1;( ) m m

i i

y yi i
i i ii

pL y x h x h x 
 


     (8) 

It’s Log likelihood Function:   
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                (10) 

By estimating the y and x values of m test samples, 
the estimated values of the coefficient vectors that 
maximize the function are calculated θ. The 
probability of the sample y of 1 is estimated, in 
which x is the independent variable vector of the 
sample y. 

 

Figure 4. Flow chart of the logistic regression 
algorithm 
 
4 Case Study  

In this section, the logistic regression method 
applied to customer behavior data of e-retail 

company. Process steps, briefly, determining of the 
dataset, customer behavior research then measuring 
the prediction success of the model in 3 steps. 

Step 1 Determining and Editing the Structure of the 
Dataset 

The dataset consists of four files: the event data, the 
product attributes divided into two files, and the 
category tree. The data was collected from a real e-
commerce site. The data is raw, so no content 
conversion has been applied. The e-commerce web 
page in question has a site traffic of 1,407,580 
unique visitors, with 2,756,101 events in total. 

 

Figure 5. Number of Unique Visitors and Total 
Number of Visits 

It contains the first 5 lines in the events.csv file that 
contains the event data in Figure 6. There are 5 
variables: Timestamp, Visitor ID, Event, Item ID, 
and Transaction ID. The transaction ID variable 
takes a value if the transaction has been made, 
otherwise it does not take any value. 

 

Figure 6. Timestamps Converted to Familiar Date 
Format 

 

Figure 7. Top 5 of User Events (Gestures) 

The situation after the conversion of Unix/Epoch 
observation units taken by the timestamp variable in 
Figure 6 to the familiar date and time format 
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performed with the help of the codes below shown 
in Figure 7 again. 

 

Figure 8. The Process of Converting Time stamps to 
Familiar Format 

The event variable, i.e. events such as views, add-to-
cart, and transactions, are interactions collected over 
a 4.5 month period. A visitor can perform three 
types of events: "view", "add to cart" or 
"action"(Fig.8 and Fig.9). 

 

Figure 9. Demonstrating the Structure of the Events 
Dataset and the Actions Customers Can Take 

There are events involving 2,664,312 views, 69,332 
adding to carts and 22,457 transactions by 1,407,580 
unique visitors(in Fig.10). 

 

Figure 10. Total Views, Add to Cart and Purchases. 

When the events are analyzed over the pie chart, it 
is seen that 96.7% of the events are viewing, 2.5% 
are adding to cart and 0.8% are purchasing (Fig.11). 
In total, 11,719 visitors made purchases. The ratio 
of visitors purchasing products to the total number 
of unique visitors is 0.83%. Category IDs describe 
how different products relate to each other. For 
example, a product with CategoryID 1016 is a child 
of 213 ParentID. ItemIDs are a child of 
CategoryIDs. In Figure 12, the products in that 
category and their features are listed in the query 
made on the products with the CategoryID of 570. 

 

Figure 11. Pie Chart of Total Views, Add to Cart, 
and Purchases 

 

Figure 12. Query for Number of Unique Items, 
Total Observation Units, and Number of Features 

The data file containing the product properties 
contains 20275902 rows describing 417053 unique 
products. Because the characteristics of products 
can change over time (for example, their price 
changes over time), the data has the corresponding 
timestamp along with the behavior data. If the 
property of a product is constant during the 
observed period, there is only one snapshot in the 
file. "Property" contains the category ID and 
suitability of the product, some values have been 
hashed in the dataset for privacy reasons. "Value" 
represents the price. If its value is 0, it indicates that 
it is out of stock (in Fig.13). 

Step 2: Customer Behavior Research and 
Suggestion System  

It was determined that only 11719 out of 1407580 
customers made a purchase. However, we do not 
have precise data on whether a customer makes 
more than one purchase. Therefore, we need to 
assume that 11,719 purchases are unique and at least 
once. Based on our assumption above, those who 
bought at least one product among 1,407,580 unique 
visitors removed with the following procedure. It 
known that the remaining 1,395,861 unique visitors 
made a definite viewing process. 
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Figure 13. Number of Users Viewing But Not 
Making a Purchase 

In Figure 14, 10 of the visitors who made a purchase 
observed. For example, "505565" ID numbers are 
known to make a purchase at least once. When the 
user's actions are queried with the visitor ID, it is 
seen that he displays the product with the ID 
number "243566", then adds it to the cart and buys it 

 

Figure 14. The Movements of the First 10 Users 
Who Made a Purchase, Visitor ID number 505565 

While users are viewing a product, it aimed to show 
a list of products purchased by previous visitors. For 
this, a list of the products purchased by these users 
created by making use of the list of users who made 
purchases, which we created in the previous stages. 
In short, a list of all purchased products has been 
created. The top five examples in the list of items 
sold are shown below (Fig. 15). 

 

Figure 15. Creating the List of Products Sold and 
Top 5 Examples 

In Figure 16, it aimed to create a new suggestion list 
in order to get rid of the repeated products and to 
remove the repeating products. Thus, a list of 
products recommended depending on the display of 
the product obtained. For example, customers who 

view the product with ID 105792 will be offered the 
products in the list specified as a result of the query. 

 

Figure 16. Deletion of Duplicate Products, Creation 
of Suggestion List and Example of Product List to 
be Displayed to Users Viewing the Product with ID 
105792 

The data analysis made at the beginning of the 
application indicates that only 11719 out of 
1407580 unique visitors purchased at least one 
product during the time the data was collected. A 
data frame was created in order to investigate the 
process of understanding user behaviors, which we 
obtained in our studies on the dataset during the 
application, according to the user ID, the number of 
products viewed, the total number of views, and 
whether they bought something. Users who made a 
purchase at least once subtracted from the number 
of unique users to obtain the number of users who 
made a viewing.  
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Figure 17. Creating the Master Dataset 

Step 3: Measuring the Prediction Success of the 
Model  

27821 random data were taken from the list of 
viewers. The reason for this is to catch the ratio of 
70 to 30 in the training and test model. We aimed to 
create the 30% slice with 11719 purchase data and 
70% with 27821 random viewing data. Then the 
first 27821 rows in the data set taken. 11719 rows of 
data that made the purchase and 27821 randomly 
obtained viewing data were combined and assigned 
to the list called main dataset. Finally, the main 
dataset list obtained shuffled again (Fig.17). In order 
to understand the relationship in the new dataset 
obtained, the following chart was created with 
product views, total views, total purchase data. As 
can be seen from the graph, the relationship between 
purchasing and viewing is linear. So the higher the 
number of views, the more likely the user is to buy. 
Due to the linearity of the relationship, a logistic 
regression model established in order to predict 
future user purchasing behavior. Firstly, the 
purchase, visitor ID and purchase totals removed 
from the features section and assigned to X. On the 
other hand, purchasing status assigned to Y as the 
target. The Logistic Regression estimation model 
used to predict the test features (in Fig.18). 

 

Figure 18. Linear Relationship Between Purchasing 
and Viewing 

 

Figure 19. Creating the Model and Measuring the 
Accuracy Ratio 

As a result, the rate of correctly estimating the users 
making purchases of the model accurated is 79.73% 
(in Fig. 19). 

5 Analysis 

In this section, the analysis of the model carried out 
by performing the Receiver Operating Characteristic 
(ROC) analysis. According to the model, we trained 
in the application part, the result shows that the 
accuracy rate of the model we built is 79.73%. 

In the following process, with the help of 
predict_proba(), not a single prediction is created, 
but a prediction for each of the test observations. 
False Positive Ratio (FalsePositiveRatio, fpr) and 
True Positive Ratio (True PositiveRatio, tpr) are 
stored in vector form as they will be used in the 
graph. For the same purpose, Area Under the Curve 
(AUC) is stored in the variable named roc_auc(in 
Fig.20). 
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Figure 20. Construction of the ROC Curve. 

 

Figure 21. ROC(Receiver Transaction 
Characteristic) Line Chart 

The chart above shows the accuracy of our binary 
classifier (Logistic Regression). The closer the 
orange curve is to the top left of the graph, the better 
the accuracy (in Fig.20 and Fig.21).  
 
6 Conclusion 

The e-retail industry is growing very rapidly. 
Parallel to this growth, the competition in the sector 
is increasing day by day. In the study, customers 
were classified, a product recommendation system 
was established and it was aimed to predict whether 
customers would make a purchase in real time. 
When we examine the largest companies in the 
sector in question, it shown that customer 
satisfaction is given the top priority. At the same 
time, customer satisfaction breeds loyalty. Again, 
when we look at the biggest companies in the sector, 
people want to feel valuable there rather than seeing 
an e-commerce site as just a place for shopping. For 
this reason, the importance of understanding your 
customer is quite large from a social point of view 
in Table 1. 
 
The goal of companies to be sustainable is a 
difficult situation to achieve. Also, it is important 
for sustainability to give importance to customer 
satisfaction and understand the customer by keeping 
the customer in the foreground. Since the aim of the 
study is to understand the customer, it is thought 
that it contributes to the achievement of the 
sustainability goal of the companies. 

Table 1. Current Situation, Work Done and New 
Situation Chart 

 

As a result of the study, the success of the machine 
learning model established in real time to predict 
whether the customer will make a purchase was 
79.73%. The success rate of the model is quite high. 
The fact that the ROC Curve in the graph created as 
a result of the ROC Analysis is close to the y-axis 
shows that the model is a successful model. The 
established recommendation system and machine 
learning model are quite simple and applicable. 
Today, machine learning is actively used in the e-
commerce sector. In fact, machine learning has 
served as an accelerator in the development of e-
commerce for years. For this reason, the application 
of this study in the e-commerce sector contributes to 
the development of different approaches. Logistic 
Regression requires more data than other regression 
algorithms. Currently, the data produced on these 
sites reaches gigantic proportions. In other words, 
Foresight Analysis with Logistic Regression is a 
viable machine learning method for E-Commerce 
sites. 
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