# An application of size-bias method 

HASSAN HAJI<br>Department of Statistics<br>Imam Khomeini International University<br>Qazvin, IRAN


#### Abstract

In this paper, we derive an upper bound on the Kolmogorov distance between the distribution of a sum of indicator random variables and a standard normal distribution by using the size-bias method. Also, we give lower and upper bounds for distribution function of sum of indicator random variables in two special points.
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## 1. Introduction

Size bias occurs famously in waiting-time paradoxes, undesirably in sampling schemes, and unexpectedly in connection with Stein's method, tightness, analysis of the lognormal distribution, Skorohod embedding, infinite divisibility, and number theory $[1,4]$. For a non-negative random variable $X$ with $\mu=\mathbf{E}(X)<\infty$, we say a random variable $X^{s}$ has the size-biased distribution with respect to $X$ if

For all $f:[0, \infty) \rightarrow \mathrm{R}$ such that $\mathbf{E}|X f(X)|<\infty$ [2].
Let $Y=\sum_{i=1}^{n} Y_{i}$, where $Y_{i} \geq 0$ and

1. $Y_{i}^{s}$ have the size-biased distribution of $Y_{i}$ independent of $\left(Y_{j}\right)_{j \neq i}$ and $\left(Y_{j}^{s}\right)_{j \neq i}$ for $i=1, \ldots, n$.
2. Define a vector $\left(Y_{j}^{(i)}\right)_{j \neq i}$ such that its conditional distribution given $Y_{i}^{s}$ coincides with that of $\left(Y_{j}\right)_{j \neq i}$ given $Y_{i}$.
3. Choose an index $J$ such that
$P(J=j)=\frac{\mathbf{E}\left(Y_{j}\right)}{\mathbf{E}(Y)}$.
Then $Y^{s}=\sum_{k \neq I} Y_{k}^{(J)}+Y_{J}^{s}$ has the size-biased distribution with respect to $Y$ (see Section 2.4 in [2]). For an indicator random variable $I$, $P\left(I^{s}=1\right)=\frac{P(I=1)}{\mathbf{E}(I)}=1$, which means $I^{s}=1$ . Then in this case, $Y^{s}=\sum_{k \neq J} Y_{k}^{(J)}+1$.

The paper is organized as follows. In Section 2 , we show the simple calculations related to the sum of indicator random variables on a random permutation. Section 3 is devoted to the proofs of our results. We use the size-bias method to prove Theorem 2 and get an upper bound on the Kolmogorov distance between the distribution of sum of indicator random variables and a standard normal distribution. Also, we give lower and upper bounds for distribution function of $\Sigma_{n}$ in two special points. To emphasize the practical usefulness of our results, we note that $\Sigma_{n}$ is related to the number of leaves in tree structures. In the other words, the expectation and variance of $\Sigma_{n}$ is important for studying of random trees.

## 2. Preliminaries

Set

$$
I(A):= \begin{cases}1, & \text { if A is true } \\ 0, & \text { otherwise } .\end{cases}
$$

Let $t=\left(t_{1}, \ldots, t_{n}\right)$ be a permutation on $\{1,2, \ldots, n\}$ and

$$
\Sigma_{n}=\sum_{i=1}^{n-1} I_{i, i+1},(n>1)
$$

where $I_{i, j}=\mathrm{l}\left(t_{i}>t_{j}\right)$. We have the following facts:

$$
\begin{aligned}
& P\left(I_{i, i+1}=1\right)=\frac{1}{2} \\
& P\left(I_{i, i+1} I_{j, j+1}=1\right)= \begin{cases}\frac{1}{6}, & |i-j|=1 \\
\frac{1}{4}, & |i-j|>1 .\end{cases}
\end{aligned}
$$

Let $I_{i, j, k}=\mathrm{l}\left(t_{i}>t_{j}>t_{k}\right)$. Then

$$
P\left(I_{i, i+2, i+1} I_{j, j+2, j+1}=1\right) \begin{cases}=0, & |i-j|=1 \\ \leq \frac{1}{36}, & |i-j|>1 .\end{cases}
$$

(3) If the moment generating function $m(\theta)=\mathbf{E}\left(e^{\theta X}\right)$ is finite at $\theta=2 / C$, then

$$
F_{X}(\mu+t \sigma) \geq 1-\exp \left(-\frac{t^{2}}{2(A+B t)}\right)
$$

for all $t>0$, where $B=C / 2 \sigma$.
Such concentration of measure results are applied to a number of new examples: the number of relatively ordered subsequences of a random permutation, sliding window statistics including the number of $m$-runs in a sequence of coin tosses, the number of local maxima of a randor(4) function on a lattice, the number of urns containing exactly one ball in an urn allocation model, and the volume covered by the union of $n$ balls placed uniformly over a volume $n$ subset of $\mathrm{R}^{d}$.

## 3. Main Results

In this section, an upper bound on the Kolmogorov distance between the distribution of a sum of indicator random variables and a standard normal distribution is obtained by using the size-bias method. Also, the lower and upper bounds for distribution function of sum of indicator random variables in two special points is given.

The Wasserstein distance between any two probability measures $\mu$ and $v$ on $(R, B(R))$ is defined as follows

$$
d i s^{W}(\mu, v)=\sup _{h \in H}\left|\int_{R} h(x) d \mu(x)-\int_{R} h(x) d v(x)\right|
$$

where

$$
H:=\{h: \mathrm{R} \rightarrow \mathrm{R}:|h(x)-h(y)| \leq|x-y|\} .
$$

For random variables $X$ and $Y$, the Kolmogorov distance between their distributions is defined as

$$
\operatorname{dis}^{K}(X, Y)=\sup _{x}\left|F_{X}(x)-F_{Y}(x)\right| .
$$

Also, for a random variable $X$ with Lebesgue density bounded $C$ [7],

$$
\begin{equation*}
\breve{a} \text { is }\left(X, \nexists \sqrt{x d l_{S}^{W}(X Y)} .\right. \tag{8}
\end{equation*}
$$

Let $X$ be a non-negative random variable with $\mathbf{E}(X)<\infty$. Let $X^{s}$ have the size-biased distribution with respect to $X$. If $T=\frac{X-\mathbf{E}(X)}{\sqrt{\operatorname{Var}(X)}}$ and $Z \approx N(0,1)$, then $[6,7]:$
$\operatorname{dis}^{W}(T, Z) \leq \frac{\mathbf{E}(X)}{\operatorname{Var}(X)} \sqrt{\frac{2}{\pi} \operatorname{Var}\left(\mathbf{E}\left(X^{s}-X \mid X\right)\right)}$

$$
\begin{equation*}
+\frac{\mathbf{E}(X)}{\operatorname{Var}(X)^{\frac{3}{2}}} \mathbf{E}\left(\left(X^{s}-X\right)^{2}\right) \tag{9}
\end{equation*}
$$

Using Jensen's inequality for $f(x)=x^{2}$,
$\operatorname{Var}\left(\mathbf{E}\left(X \mid \mathrm{G}_{1}\right)\right) \leq \operatorname{Var}\left(\mathbf{E}\left(X \mid \mathrm{G}_{2}\right)\right)$,
where $\mathrm{G}_{1}, \mathrm{G}_{2}$ are two sigma-fields, satisfying $\mathrm{G}_{1} \subseteq \mathrm{G}_{2}$ [3]. Thus, if $\mathrm{F}=\sigma\left(I_{1,2}, \ldots, I_{n-1, n}\right)$, then $\sigma\left(\Sigma_{n}\right) \subseteq \mathrm{F}$.

Theorem 2 Suppose $Z \approx N(0,1)$ and

$$
T=\frac{\Sigma_{n}-\frac{n-1}{2}}{\sqrt{\frac{n+1}{12}}} .
$$

Then

$$
\operatorname{dis}^{K}(T, Z) \leq\left(\sqrt{\frac{2}{\pi}}\left(3 \sqrt{3} \frac{\sqrt{n}}{n+1}+12 \sqrt{3} \frac{n-1}{\sqrt{(n+1)^{3}}}\right)\right)^{\frac{1}{2}}
$$

Proof. Choose an index $J$ uniformly at random from the set $\{1, \ldots, n-1\}$, then size-bias $I_{J, J+1}$ by letting it equal to one, and take the remaining summands conditional on $I_{J, J+1}=1$. We can realize $I_{J, J+1}=1$ by adjusting the order of $t_{J}$ and $t_{J+1}$ such that $t_{J}>t_{J+1}$, and $\sum_{n}^{s}$ denotes the number of descents in $t$ after adjusting the order of $t_{J}$ and $t_{J+1}$. Then for $J=1$,

$$
\begin{aligned}
M_{1}:=\Sigma_{n}^{s} & -\Sigma_{n}=\left(I_{1,3}+1-I_{2,3}\right) I_{1,2}^{c} \\
& =I_{1,2}^{c}-I_{1,3}^{c},
\end{aligned}
$$

for $J=n-1$,

$$
\begin{aligned}
M_{n-1}:=\Sigma_{n}^{s}-\Sigma_{n}= & \left(I_{n-2, n}+1-I_{n-2, n-1}\right) I_{n-1, n}^{c} \\
& =I_{n-1, n}^{c}-I_{n-1, n-2, n}^{c},
\end{aligned}
$$

and for $2 \leq J \leq n-2$,

$$
\begin{aligned}
M_{J}:=\sum_{n}^{s}-\sum_{n} & =\left(I_{J-1, J+1}+1+I_{J, J+2}-I_{J-1, J}-I_{J+1, J+2}\right) I_{J, J+1}^{c} \\
& =I_{J, J+1}^{c}-I_{J, J-1, J+1}^{c}-I_{J, J+2, J+1}^{c} .
\end{aligned}
$$

From (5), (6) and (7),
$\operatorname{Var}\left(\mathbf{E}\left(\sum_{n}^{s}-\Sigma_{n} \mid \mathrm{F}\right)\right)=\frac{1}{(n-1)^{2}} \operatorname{Var}\left(M_{1}+\sum_{i=2}^{n-2} M_{i}+M_{n-1}\right)$

$$
=\frac{1}{(n-1)^{2}} \operatorname{Var}\left(\sum_{i=1}^{n-1} I_{i, i+1}^{c}+\sum_{i=1}^{n-1} I_{i, i+2, i+1}^{c}+\sum_{i=2}^{n-1} I_{i, i-1, i+1}^{c}\right)
$$

$$
\leq \frac{3}{(n-1)^{2}}\left(\operatorname{Var}\left(\sum_{i=1}^{n-1} I_{i, i+1}^{c}\right)+\operatorname{Var}\left(\sum_{i=1}^{n-1} I_{i, i+2, i+1}^{c}\right)\right.
$$

$\left.+\operatorname{Var}\left(\sum_{i=2}^{n-1} I_{i, i-1, i+1}^{c}\right)\right)$
$\leq \frac{3}{(n-1)^{2}}\left(\frac{n+1}{12}+2 \frac{3 n-4}{36}\right)$
$=\frac{9 n-5}{12(n-1)^{2}}$.
Also,
$\mathbf{E}\left(\left(\Sigma_{n}^{s}-\Sigma_{n}\right)^{2}\right)=\mathbf{E}\left(\mathbf{E}\left(\left(\Sigma_{n}^{s}-\Sigma_{n}\right)^{2} \mid \mathrm{F}\right)\right)$
$=\frac{1}{(n-1)} \mathbf{E}\left(M_{1}^{2}+\sum_{i=2}^{n-2} M_{i}^{2}+M_{n-1}^{2}\right)$
$\leq 1$.
Proof is completed from (9) and then (8), since $\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} \leq \frac{1}{\sqrt{2 \pi}}$ for all $x \in \mathrm{R}$.

Suppose $Z: N(0,1)$. It is obvious that for $0<z<1$,

$$
F_{Z}\left(\frac{(n-1)(z-1)}{2 \sqrt{(n+1) / 12}}\right) \rightarrow 0, \quad n \rightarrow \infty
$$

and for $z>1$,

$$
F_{Z}\left(\frac{(n-1)(z-1)}{2 \sqrt{(n+1) / 12}}\right) \rightarrow 1, \quad n \rightarrow \infty .
$$

Theorem 3 We have

$$
\lim _{n \rightarrow \infty} F_{\Sigma_{n}}\left(\frac{n-1}{2} s\right)= \begin{cases}1, & s>1 \\ 0, & s<1 .\end{cases}
$$

Proof. Since $\Sigma_{n}>0$, then $F_{\Sigma_{n}}\left(\frac{n-1}{2} s\right)=0$ for $s \leq 0$. Also

$$
F_{\Sigma_{n}}\left(\frac{n-1}{2} s\right)=F_{T}\left(\frac{(n-1)(s-1)}{2 \sqrt{(n+1) / 12}}\right) .
$$

From Theorem 2 and the definition of Kolmogorov distance,

$$
F_{T}\left(\frac{(n-1)(s-1)}{2 \sqrt{(n+1) / 12}}\right) \leq F_{Z}\left(\frac{(n-1)(s-1)}{2 \sqrt{(n+1) / 12}}\right)+\mathrm{O}\left(\frac{1}{n^{\frac{1}{4}}}\right)
$$

From (11) and (12), the proof is completed.
Theorem 4 For $s>0$,

$$
F_{\Sigma_{n}}((n-1)(s+1 / 2)) \geq 1-\exp \left(-\frac{(n-1) s^{2}}{1+s}\right)
$$

and

$$
F_{\Sigma_{n}}((n-1)(s-1 / 2)) \leq \exp \left(-(n-1) s^{2}\right) .
$$

Proof. The inequalities are proved with selection $t=\frac{(n-1) s}{\sqrt{(n+1) / 12}} \quad$ in $\quad$ Theorem 1, since $\left|\Sigma_{n}-\Sigma_{n}^{s}\right| \leq 1$.
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