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Abstract: - This paper approbates a modern and stentorian version of standard particle swarm optimization 
(PSO) for optimization of initial weights and biases for multi layer feed forward neural networks (MLFFNN) 
with back propagation (BP). The combination of probabilistic-PSO and MLFFNN sevenfold help in fast 
convergence of MLFFNN in assortment and sortilege to various benchmark problems by alienating the 
imperfection of backpropagation of being stuck at local minima or local maxima. The propane probabilistic-
PSO differs from the standard PSO in velocity and position parameters. In velocity parameters only particle 
best value is make use of for cicerone the particle to gait towards the pursuit in the search space, while in 
standard PSO both particle best and global best values are considered for adjudging the new velocity of the 
particle. A new parameter introduced which called as the probability parameter (P0), which adjudges if the 
standard PSO is that instead of using same random number, different particles use different random numbers to 
soar in search space. The proposed method used to detect the initial weights and biases for MLFFNN with BP, 
once the optimum value for initial weights and biases estimated the MLFFNN then used for classification and 
sortilege of various neural network benchmark problems. The benchmarking databases for neural network 
contain various datasets from various different domains. All datasets represent sensible issue, which can call 
diagnosis tasks, and all the datasets consist of real world data. The results for accuracy of the proposed 
probabilistic-PSO method compared with existing methods. 
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1. Introduction 
Particle swarm optimization (PSO) is a population 
based stochastic optimization technique developed 
by Dr. Ebehart and Dr. Kennedy in 1995, embolden 
by social demeanour of bird hording or fish 
schooling. It has many similarities with evolutionary 
computations techniques like genetic algorithm 
(GA). However, PSO do not have evolution 
operators such as crossover and mutation. The 
standard PSO consists of two equations for velocity 
and position upgrade of each particle in the problem 
search space as shown below: 
Vi 

(u+1) = w*Vi (u) + C1*rand ( )* (pbesti – Pi 
(u)) + 

C2*rand ( )*(gbesti - Pi (u))    (1) 
Pi (u+1) = Pi (u) + Vi (u+1)               (2) 

Where rand ()*(pbesti –Pi(u)) is called particle 
memory influence, rand()*(gbesti-Pi(u)) is swarm 
influence , Vi (u) is the velocity of ith particle at 
iteration ‘u’. Vmin ≤ Vi(u) ≤ Vmax. Vmax determines 
the resolution, or fitness, with which regions 
searched between the present position and the target 
position. If Vmax is too high, particles may fly past 
good solutions. If Vmin is too small, particles may 
not explore sufficiently beyond local solutions. In 
many experiences with PSO, Vmax often set at 10-
20% of the dynamic range on each dimension. The 
constants C1and C2 pull each particle towards pbest 
and gbest positions. Low values allow particles to 
roam far from the target regions before tugged back. 
On the other hand, high values result in abrupt 
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movement towards, or past, target regions. The 
acceleration constants C1 and C2 are often set to be 
2.0 according to experiences Suitable selection of 
inertia weight ‘ω’ provides a balance between global 
and local explorations, thus requiring less iteration 
on average to find a sufficiently optimal solution.  
Conventional PSO developed in 1995; yet several 
variants of PSO had been developing. The basic 
algorithm involves two steps to update the particle 
position to move particles in the search space. This 
model was able to solve single modal issues 
efficiently. Thereafter inertial weight parameter 
introduced as one as important variant to poise the 
local and global search of the particles. Many 
researches had been carrying out disquisition to 
ameliorate the performance in various ways. The 
following are the parameters considered by various 
researchers for performance improvement of the 
conventional PSO. 

 
 

1.1 Inertial weight (w): 
The inertial weight was inclusive in, to rein the 
fortuitously change in velocity of the particles 
subsequently at the end of each iteration [2]. Earlier 
the inertial weight considered constant, but some 
researchers substantiate that the value of ‘w’ must 
change iteration. It is experimentally found that 
value of inertia weight between 0 and 1 provides 
excellent results and it should be decreased as 
iterations increase [3].  Fuzzy logic used to generate 
value of ‘w’ for corresponding iteration [4]. ‘W’ was 
set to 0 and used only when re-initialization was 
required [5].  

 
 

1.2 Neighborhood: 
The search space of each particle is fixing in 
standard PSO. Afterwards many researchers 
propounded that the search space should considered 
pursuance to the cost function. Large neighbourhood 
is more appropriate for simple problems or single 
dimension problems and a small neighbourhood is 
more accurate for complex or multimodal problems 
[7, 8]. A neighbourhood selected based on the fittest 
particle for the corresponding iteration [9]. The 
global best and local best uniformly combined to 
detect the neighbourhood in iteration [10]. 

 
 

1.3 Use of other evaluation techniques: 
Many researchers have effectively utilized evolution 
algorithms such as ACO and GA along with PSO to 
ameliorate the performance of PSO [13, 14]. 
Crossover and mutation used to eliminate the least 

fitness value. The possibility of being stuck at local 
minima or local maxima is detracting by using GA 
along with PSO [15]. 

 
 

1.4 Constants C1 and C2: 
In standard PSO, the constants were keeping as a 
fixed value. However, many researchers 
incorporated different formulae to evaluate and 
change the values of these constants with iteration. 
Clerc and Kennedy ameliorate convergence velocity, 
which guaranteed convergence by varying the 
values of C1 and C2 [6]. 

 
 

2. Proposed probabilistic - PSO 
algorithm 

The N-dimension equation for the velocity provides 
larger search space due to independent or different 
values of rand () numbers for each dimension. The 
minimum and the maximum value of velocity has 
limited by ±Vmaxd. 
In particle swarm algorithm, changes in the velocity 
are stochastic and one undesirable effect of this is 
that the uncontrolled particle's trajectory expanded 
into wider cycles in the problems space. This can 
result in swarm explosion and thus divergence. To 
address this drawback of the original PSO model, a 
threshold called Vmax on the particles velocity 
introduced. The motivation was to dampen the 
oscillation of the particles by restricting them to a 
maximum allowed value. The threshold as applied 
to the particle velocity.  
In this algorithm, only one swarm population is 
utilizing to detect the initial weights and biases for a 
MLFFNN. Here each swarm particle is update by 
comparing with any two randomly selected 
neighbourhood particles. If the fitness of 
neighbourhood particle is greater than particle’s own 
fitness, then the particle updated and if particle 
fitness is greater than the two neighbourhood 
particles then the neighbour’s parameters are 
discarded and the particle uses its own value for 
update. 
The modified formula for velocity up-gradation is 
Vi

(u+1) = w*Vi
(u) + C* randi()u * (Pbesti u - Pi

u)....(3) 
The above equation for velocity update differs from 
the standard PSO equation as elaborated below: 
In standard PSO equation two constants C1 and C2 
are used with a fixed value as C1 = C2 = 2. Here 
only one constant ‘C’ is used with a fixed value as 
C= 1.45 
Here no global best term used to update the particle 
velocity. Particle velocity updated using its own 
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velocity and neighbourhood fitness. 
The inertial weight is not constant as in standard 
PSO. It varied by the formula: 
w = wmax – �Wmax −Wmin

ITERmax
�* ITER                (4) 

Where, ITER stands for number of iteration. 
The particle learning strategy [19] is dependent on 
probability ‘P0’. The probability value P0 takes a 
different value for each particle. For each 
dimension, a different random number generated. If 
the random number is greater than P0, then the 
particle will learn from its own Pbest value, otherwise 
it will learn from one of its randomly selected 
neighbour’s Pbest value. 
The effectiveness of this P0 is that, it can easily 
solve any multimodal problem without being stuck 
at any local minima. Thus, it increases the diversity 
of the PSO. 
The expression for P0 given by, 

 

P0 = 0.05 + 0.45 *e(10(k−1)
Ps −1 −1)

e10−1
     (5) 

 

 
Fig.1 – Each particle’s P0 with population = 

40 

Where, Ps is the population size and k is the 
iteration number. The graph below shows 
values of P0 assigned when population size is 
40. Each particle in the population from 1-40 
has a P0 value ranging from 0.05-0.5. 
The modified formula for position update is: 
Pi

(u+1)=Pi
(u)+0.8*Vi

(u+1) (6)                                                                                                                     
The only difference in position update formula 
from the standard PSO is that, here the velocity 
is restricted to 80% of its original value. This 
reduces the search space and hence can be 
utilized to solve complex multimodal problems 
also. 
The probabilistic learning techniques shows in 
flowchart in figure 2. The algorithm for modified 
PSO shown below: 
Initialize the basic parameters of PSO and 

MLFFNN such as, number of iterations, error 
tolerance, number of particles in PSO, constant ‘C’, 
inertial weights ‘wmax’ and ‘wmin’. 
Randomly initialize the position and velocity of 
each particle corresponding to initial weights and 
biases for MLFFNN. 
Initialize the local best and global best values for 
each particle and in iteration to zero. 
FOR iteration 1 to ITERmax 
DO 

 
• Calculate fitness value of each particle; 
• Calculate mean square error of each particle; 
• Update the local best of each particle; 
• Update global best of each particle; 
• Calculate inertial weight using equation (4); 
 
Calculate 
 
• Update local best value of each particle 

according to its probability of learning P0; 
• Update the velocity of each particle using 

equation (3);learning probability P0 using 
equation (5); 

• Update the position of each particle using 
equation (6); 

• Repeat step 4 till itermax is reached; 
• Once itermax is reached stop the process. 

Start

j =1

Rand<P0
i

f1i
d=[rand1i

j*Ps]
f2i

d=[rand2i
j*Ps]

Fit[Pbest(f1i
j)]   

            >
Fit[Pbest(f2i

j)]
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fi
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Fig. 2 – Probabilistic learning Strategy of  
Particles. 
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Fig. 3 – Flowchart for the proposed system 
Using Probabilistic – PSO 
 
3. Results 
The propend method used to detect the initial 
weights and biases for MLFFNN with BP; once the 
optimum value for initial weights and biases 
estimated, the MLFFNN then used for assortment 
and sortilege of various neural network benchmark 
problems. The benchmarking databases for neural 
network contain various datasets from various 
different domains. All datasets represent realistic 
problems, which called diagnosis tasks, and all the 
datasets consist of real world data. The results for 
accuracy of the proposed probabilistic-PSO method 
compared with extant methods. 
In PSO, method selection of parameters c1, c2 and w 
is very much important. The best result obtained 
when c1 = 2.01 and c2= 2.01 and. These results are 
similar when w chosen according to the formula 
used. Here the maximum value of w chosen 0.9 and 
minimum value is chosen 0.4.the velocity limits are 
selected as vmax= 0.5*Pmax and the minimum 
velocity is selected as vmin= -0.5*Pmin. There are 10 
no of particles are selected in the population. 
The results demonstrate that the propane 
probabilistic-PSO rehearing algorithm when used 
with MLFFNN yields better assortment accuracy to 
NN benchmark problems than extant methods as 
shown in table 2 and also the results of proposed 
algorithm is validated using different performance 
parameters such as precision, recall and F-measure 
as shown in table 3. 

 
Table 2 – Classification Accuracy of existing 
methods, Probabilistic-PSO & MLFFNN over 
different classification database 
 

 Table 3–Performance of Probabilistic-PSO based 
on P, R & F for three classes and two classes 
 

Methods Iris Diabetes 
Breast 

Cancer 
Heart Wine 

PSO 97 78.63 - -- - 

PSO+ 

FFNN 
93.81 77.5 97.4 84.4 95.6 

PSO+ 

CMD 
96.22 79.6 89.32 79 97.22 

PSO+ 

GRNN 
93.5 76.8 97.2 82.2 94.8 

SA+PSO+ 

BP 
100 - 99.66 - - 

S+PSO+ 

MLFFNN 
94.32 - 94.43 - - 

PSO+ELM 94.9 88.4 - 82.7 97.11 

SA+BPN - 81.2 89.1   

GA+JPSNN - 89.26 - 89.33 94.21 

Hybrid 

PSO+NN 
- 87.32 79.88 88.30  

Probabilistic-

PSO & 

MLFFNN 

100 93.75 99.97 96.67 99.98 

D
ata

bases 

C
lass 

Precision(P),Recall(R)&F-measure(F) 

P R F P R F P R F 

W
ine 
 3 

100 

100 

100 

100 

100 

100 

100 

100 

100 

D
iabetic 

 2 

80.508 

76 

78.18 

59.459 

65.672 

62.96 

- - - 

B
reast 

C
ancer 

 2 

100 

99.074 

99.49 

97.619 

100 

98.79 

- - - 

H
eart 
 2 

87.097 

90.10 

88.58 

86.967 

83.333 

85.74 

- - - 

Iris 
 3 

100 

100 

100 

100 

100 

100 

100 

100 

100 
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4. Conclusions 
The proposed probabilistic-PSO based learning 
algorithm for MLFFNN shows better accuracy than 
other extant techniques. In the probabilistic PSO, a 
particle not only learns from its own local best but 
also from its two neighbouring particles, and thus, 
the search space is further widens. This results in 
diversifying the problem solving competence of the 
PSO. In addition, the restriction of position update 
formula to 80% of velocity alienates the probability 
of PSO stuck at the local minima. 
The results of benchmark problems for MLFFNN 
show that probabilistic-PSO based learning 
algorithm has a wide diversity of solving problems 
with higher accuracy. 
The standard gbest, Pbest are propend which are 
efficient for space search problems. PSO approaches 
share information about a best solution found by the 
swarm or a neighbourhood of particles. Sharing this 
information introduces a bias in the swarm's search, 
forcing it to converge on a single solution. When the 
Influence of a current best solution removed, each 
particle traverses the search space individually. PSO 
algorithm proposed to mimic behaviours of social 
animals more closely through both social interaction 
and environmental interaction. 
In this study, we investigated different PSO 
algorithm on search optimization and its 
comparison. 
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