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Abstract—In this work, we establish the existence and unique-
ness of solutions for of nonlinear fractional differential equations
with nonlocal boundary conditions. Our results are obtained
by using Leray-Schauder nonlinear alternative and Banach
contraction principle. To show the applicability of our results,
an example is presented at the end.
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local boundary; Leray-Schauder nonlinear alternative; Banach
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I. INTRODUCTION

In this paper, we are interested in the existence of solutions
for nonlinear fractional difference equations, t ∈ J = [0, T ]

cDα
0+u (t)−AcDβ

0+u (t) = f
(
t, u (t) ,cDβ

0+u (t) ,cDα
0+u (t)

)
,

(I.1)
subject to the three-point boundary conditions{

λu (0)− µu (T )− γu (η) = d,

λu′ (0)− µu′ (T )− γu′ (η) = l,
(I.2)

where T > 0, 0 ≤ η ≤ T, λ 6= µ + γ, d, l, λ, µ, γ ∈
R, β+ 1 < α, A is an Rn×n matrix and cDα

0+ , cD
β
0+ are the

Caputo fractional derivatives of ordre 1 < α ≤ 2, 0 < β ≤ 1
respectively.

Fractional differential equation theory have recieved
increasing attention. This theory has been developed very
quickly and attracted a considerable interest from researches
(see [?], [?], [?]). The motivation for those works stems from
both the developpement of the theory and the applications
of such construction in various sciences such as physics,
mechanics, chemistry, engineering, and so on. For an
extensive collection of such results, we refer the reader to
the monographs of Kilbas et al. [?], Miller and Ross [?] and
Podlubny [17].

In most of the available literature, fractional integral
inequalities play an important role in the qualitative analysis
of the solutions for fractional diferential equations (see
[9, 16, 22].

As one of the focal topics in the research, some kinds
of fractional equation with specific configurations have been

presented. More specifically, in [5], the authors investigated
the existence of positive solutions of the nonlinear fractional
differential equation

We establish the existence results for the nonlocal boundary
value problem (1.1) − (1.2). by using Leray-Schauder non-
linear alternative and the Banach fixed point theorem. The
paper is organized as follows. In Section 2, we recall some
preliminary facts that we need in the sequel. In Section 3,
deals with main results and we give an example to illustrate
our results.

II. BASIC RESULTS

In this paper, we are interested in the existence of solutions
for nonlinear fractional difference equations, t ∈ J = [0, T ]

cDα
0+u (t)−AcDβ

0+u (t) = f
(
t, u (t) ,cDβ

0+u (t) ,cDα
0+u (t)

)
,

(II.1)
subject to the three-point boundary conditions{

λu (0)− µu (T )− γu (η) = d,

λu′ (0)− µu′ (T )− γu′ (η) = l,
(II.2)

where T > 0, 0 ≤ η ≤ T, λ 6= µ + γ, d, l, λ, µ, γ ∈
R, β+ 1 < α, A is an Rn×n matrix and cDα

0+ , cD
β
0+ are the

Caputo fractional derivatives of ordre 1 < α ≤ 2, 0 < β ≤ 1
respectively.

Fractional differential equation theory have recieved
increasing attention. This theory has been developed very
quickly and attracted a considerable interest from researches
(see [1, 10, 18]). The motivation for those works stems from
both the developpement of the theory and the applications
of such construction in various sciences such as physics,
mechanics, chemistry, engineering, and so on. For an
extensive collection of such results, we refer the reader to the
monographs of Kilbas et al. [14], Miller and Ross [15] and
Podlubny [17].

In most of the available literature, fractional integral
inequalities play an important role in the qualitative analysis
of the solutions for fractional diferential equations (see
[9, 16, 22].
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As one of the focal topics in the research, some kinds
of fractional equation with specific configurations have been
presented. More specifically, in [5], the authors investigated
the existence of positive solutions of the nonlinear fractional
differential equation

cDα
0+u (t) = f (t, u (t) , u′ (t)) , t ∈ [0, 1] ,

subject to the three-point boundary conditions
βu (0) + γu (1) = u (η) ,

u (0) =
∫ 1

0
u (η) ,

βcDp
0+u (0) + γcDp

0+u (1) =c Dp
0+u (η) ,

where 2 < α ≤ 3, 1 < p ≤ 2, 0 < η < 1, β, γ ∈ R+,
f ∈ C

(
[0, 1]× R2,R

)
and cDα

0+ denotes the Caputo
fractional derivative of order α. Note that in the papers
[3, 4, 6, 7, 8, 11] the authors have deal with the problem of
existence and uniqueness of solution of nonlinear fractional
differential equations. The existence results obtained by
differents approches.

In 2016, Wang et al. [20] have formulated and proved
uniqueness of global solutions to the equation similar to (??)
(see, Section 3) by using the generalized Gronwall inequality.

In 2017, J. Sheng and W. Jiang [19] studied the existence
and uniqueness of the solutions for fractional damped dynam-
ical systems{

cDα
0+u (t)−AcDβ

0+u (t) = f (t, u (t)) , t ∈ [0, T ] ,

u (0) = u0, u′ (0) = u
′

0,

where 0 < β ≤ 1 < α ≤ 2, 0 < T < ∞, u ∈ Rn, A is
an Rn×n matrix , f : [0, 1] × Rn → Rn jointly continuous
function and cDα

0+ , cD
β
0+ are the Caputo derivatives of order

α, β respectively.

In 2018, Abbes et al. [2] studied the existence and unique-
ness of the solutions for fractional damped dynamical systems,
for t ∈ [0, T ]{

cDα
0+u (t)−AcDβ

0+u (t) = f
(
t, u (t) ,cDβ

0+u (t) ,cDα
0+u (t)

)
,

u (0) = u (T ) , u′ (0) = u′ (T ) ,

where 0 < β ≤ 1 < α ≤ 2, 0 < T < ∞, u ∈ Rn, A is
an Rn×n matrix and f : [0, 1]×Rn → Rn jointly continuous.

In 2019, Tao Zhu [23] studied the existence and uniqueness
of positive solutions of the following fractional differential
equations, for t ∈ [0, T ) , 0 < β < α < 1{

cDα
0+u (t)−AcDβ

0+u (t) = f (t, u (t)) ,

u (0) = u0.

Inspired and motivated by the works mentioned above, we
establish the existence results for the nonlocal boundary value
problem (1.1) − (1.2). by using Leray-Schauder nonlinear
alternative and the Banach fixed point theorem. The paper is

organized as follows. In Section 2, we recall some preliminary
facts that we need in the sequel. In Section 3, deals with main
results and we give an example to illustrate our results.

III. PRELIMINARIES

Let as introduce notations, definitions and preliminary facts
that will be need in the sequel. For more details, see for
example [13, 15, 15, 17].

Definition III.1. The Caputo fractional derivative of order α
for the function u ∈ Cn ([0,∞) ,R) is defined by

cDα
0+u (t) =

1

Γ (n− α)

t∫
0

(t− s)n−α−1
u(n) (s) ds.

where Γ (·) is the Eleur gamma function and α > 0, n =
[α] + 1, [α] denotes the integer part of the real number α.

Definition III.2. The Riemann-Liouville fractional integral of
order α > 0 of a function u : (0,∞)→ R is given by

Iα0+u (t) =
1

Γ (α)

t∫
0

(t− s)α−1
u (s) ds, t > 0,

where Γ (·) is the Eleur gamma function, provided that the
right side is pointwise defined on (0,∞).

Lemma III.3. [14] Let u ∈ ACn [0, T ] , n ∈ N and u (·) ∈
C [0, T ]. Then, we have
(i) cDβ

0+

(
Iα0+u (t)

)
= Iα−β0+ u (t),

(ii) Iα0+

(
cDα

0+u (t)
)

= u (t)−
n−1∑
k=0

tk

k!u
(k)

(0) , t > 0, n−1 <

α < n,
Especially, when 1 < α < 2, then we have

Iα0+ (cDα
0+u (t)) = u (t)− u (0)− tu′ (0) .

Lemma III.4. ([10]) Let 0 < β < 1 < α < 2, then we have

Iα0+

(
cDβ

0+u (t)
)

= Iα−β0+ u (t)− u (0) tα−β

Γ (α− β + 1)
.

IV. EXISTENCE RESULTS

Let C (J,Rn) be the Banach space for all continuous
function from J into Rn equipped with the norm

‖u‖∞ = sup {‖u (t)‖ : t ∈ J} ,

where ‖·‖ denotes a suitable complete norm on Rn. Denote
L1 (J,Rn) the Banach space of the measurable functions u :
J → Rn that are Lebesgue integrable with norm

‖u‖L1 =

∫ T

0

‖u (t)‖ dt.

Let AC (J,Rn) be the Banach space of absolutely contin-
uous valued functions on J and set

ACn (J) =
{
u : J → Rn : u, u′, u′′, . . . , u(n−1) ∈ C (J,Rn)

}
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and
u(n−1) ∈ AC (J,Rn) .

By

C1 (J) = {u : J → Rn where u′ ∈ C (J,Rn)} ,

we denote the Banach space equipped with the norm

‖u‖1 = max {‖u‖∞ , ‖u′‖∞} .

For the sake of brevity, we set

δ = (λ− µ− γ) Γ (α− β + 1) +

A
(
µTα−β + γηα−β

)
, ∆ = Γ(α−β+1)

δ ,

σ = A (α− β)
(
µTα−β−1 + γηα−β−1

)
, Λ =

(λ− µ− γ)− (µT + γη)
(
σ
δ

)
,

R1 =
(

1 + ‖A‖Tα−β
Γ(α−β+1)

)
M1 + TM2 +

‖A‖Tα−β
Γ(α−β+1)+TαL1Γ(2−β)+T 1−β+α(L3‖A‖+L2)

Γ(α+1)Γ(2−β)(1−L2) ,

R2 = M2 + (α−β)‖A‖Tα−β−1

Γ(α−β+1) M1 +
‖A‖Tα−β−1

Γ(α−β) +Tα−1L1Γ(2−β)+Tα−β(L3‖A‖+L2)
Γ(α)Γ(2−β)(1−L2) ,

M1 = ∆
{[

Λ−1
(
σ
δ

)
(µT + γη) + 1

]
Φ + Λ−1 (µT + γη) Θ

}
,

and
M2 = Λ−1

{(
σ
δ

)
Φ + Θ

}
,

with

Φ = ‖A‖
Γ(α−β+1)

(
µTα−β + γηα−β

)
+

(µTα+γηα)(L1Γ(2−β)+T 1−β(L3‖A‖+L2))
Γ(α+1)Γ(2−β)(1−L3) ,

Θ = ‖A‖
Γ(α−β)

(
µTα−β−1 + γηα−β−1

)
+

(µTα−1+γηα−1)(L1Γ(2−β)+T 1−β(L3‖A‖+L2))
Γ(α)Γ(2−β)(1−L3) .

Lemma IV.1. Let y (·) ∈ C (J,Rn). The function u (·) ∈
C1 (J,Rn) is a solution of the fractional differential problem
cDα

0+u (t)−AcDβ
0+u (t) = y (t) , t ∈ J = [0, T ] , (IV.1)

subject to the three-point boundary conditions{
λu (0)− µu (T )− γu (η) = d,

λu′ (0)− µu′ (T )− γu′ (η) = l,
(IV.2)

if and only if, u is a solution of the fractional integral equation

u (t) =

(
1− Atα−β

Γ (α− β + 1)

)
u (0) + tu′ (0)

+
A

Γ (α− β)

t∫
0

(t− s)α−β−1
u (s) ds

+
1

Γ (α)

t∫
0

(t− s)α−1
y (s) ds, (IV.3)

with

u (0) = ∆
{[

Λ−1
(σ
δ

)
(µT + γη) + 1

]
×
[
AIα−β0+ (µu (T ) + γu (η)) + Iα0+ (µy (T ) + γy (η)) + d

]
+Λ−1 (µT + γη)

[
AIα−β−1

0+ (µu (T ) + γu (η)) + Iα−1
0+ (µy (T ) + γy (η)) + l

]}
,

(IV.4)
and

u′ (0) = Λ−1
{(σ

δ

) [
AIα−β0+ (µu (T ) + γu (η)) + Iα0+ (µy (T ) + γy (η)) + d

]

+
[
AIα−β−1

0+ (µu (T ) + γu (η)) + Iα−1
0+ (µy (T ) + γy (η))

]
+ l
}
,

(IV.5)
where

Iα0+u (T ) =
1

Γ (α)

T∫
0

(T − s)α−1
u (s) ds,

Iα0+u (η) =
1

Γ (α)

η∫
0

(η − s)α−1
u (s) ds,

Iα−β0+ u (T ) =
1

Γ (α− β)

T∫
0

(T − s)α−β−1
u (s) ds,

Iα−β0+ u (η) =
1

Γ (α− β)

η∫
0

(η − s)α−β−1
u (s) ds.

Proof. From Lemma 2.3, we have

u (t) = u (0) + tu′ (0)− Atα−β

Γ (α− β + 1)
u (0)

+
A

Γ (α− β)

t∫
0

(t− s)α−β−1
u (s) ds+

1

Γ (α)

t∫
0

(t− s)α−1
y (s) ds

Applying conditions (??), we obtain (??) and (??).
Conversely, assume that u satisfies the fractional integral (??),
and using the facts that cDα

0+ is the left inverse of Iα0+ and
the fact that cDα

0+C = 0, where C is a constant, we get

cDα
0+u (t)−AcDβ

0+u (t) = f (t, u (t) , u′ (t)) , t ∈ J = [0, T ] .

Also, we can easily show that{
λu (0)− µu (T )− γu (η) = d,

λu′ (0)− µu′ (T )− γu′ (η) = l.

The proof is complete.

To simplify the proofs in the forthcoming theoreme, we
etablish the bounds for the integrals and the bounds for the
term arising in the sequel.
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Lemma IV.2. For y (·) ∈ C (J,Rn), we have

|Iα0+y (η)| =

∣∣∣∣∣∣
η∫

0

(η − τ)
α−1

Γ (α)
y (τ) dτ

∣∣∣∣∣∣ ≤ ηα

Γ (α+ 1)
‖y‖ .

Proof. Obviously,
η∫

0

(η − τ)
α−1

Γ (α)
y (τ) dτ =

[
− (η − τ)

α

αΓ (α)

]η
0

=
ηα

αΓ (α)
=

sα

Γ (α+ 1)
.

Hence ∣∣∣∣∣∣
η∫

0

(s− τ)
α−1

Γ (α)
y (τ) dτ

∣∣∣∣∣∣ ≤ ηα

Γ (α+ 1)
‖y‖ .

Lemma IV.3. For u (·) ∈ C1 (J,Rn) and 0 < β ≤ 1, we have∥∥∥cDβ
0+u (t)

∥∥∥
∞
≤ T 1−β

Γ (2− β)
‖u′‖∞ ,

and, so ∥∥∥cDβ
0+u (t)

∥∥∥
∞
≤ T 1−β

Γ (2− β)
‖u‖1 .

Proof. Clearly, when β = 1, the conclusion are true. So,
consider the case 0 < β < 1. By Definition 2.1, for each
u (·) ∈ C1 (J,Rn) and t ∈ J , we have

∣∣∣Dβ
0+u (t)

∣∣∣ =
1

Γ (1− β)

∣∣∣∣∣∣
t∫

0

(t− s)−β u′ (s) ds

∣∣∣∣∣∣
≤ ‖u′‖∞

1

Γ (1− β)

t∫
0

(t− s)−β ds

= ‖u′‖∞
t1−β

Γ (1− β)

≤ T 1−β

Γ (1− β)
‖u′‖∞

≤ T 1−β

Γ (1− β)
‖u′‖1 .

We need to give the following hypothesis:
(H1) there existe a constants L1, L2 > 0 and 0 < L3 < 1
such that

|f (t, u, v, w)− f (t, u, v, w)| ≤ L1 ‖u− u‖

+L2 ‖v − v‖+ L3 ‖w − w‖ ,

for any u, v, u, v, w ∈ Rn and t ∈ J .

Now we are in a position to present the first main result
of this paper. The existence results is based on Banach
contraction principle.

Theorem IV.4. ([12]) (Banach’s fixed point theorem) Let C
be a non-empty closed subset of a Banach space E, then any
contraction mapping T of C into itself has a unique fixed
point.

Theorem IV.5. Assume that (H1) holds. If

max (R1, R2) < 1, (IV.6)

then the boundary value problem (1.1) − (1.2) has a unique
solution on J .

Proof. We transform the problem (1.1)−(1.2) into fixed point
problem. Let N : C1 (J,Rn) → C1 (J,Rn) the operator
defined by

(Nu) (t) =

(
1− Atα−β

Γ (α− β + 1)

)
B + tD

+
A

Γ (α− β)

t∫
0

(t− s)α−β−1
u (s) ds+

1

Γ (α)

t∫
0

(t− s)α−1
g (s) ds,

(IV.7)
with

B = ∆
{[

Λ−1
(σ
δ

)
(µT + γη) + 1

]
×
[
AIα−β0+ (µu (T ) + γu (η)) + Iα0+ (µy (T ) + γy (η)) + d

]
+Λ−1 (µT + γη)

×
[
AIα−β−1

0+ (µu (T ) + γu (η)) + Iα−1
0+ (µy (T ) + γy (η)) + l

]}
,

and

D = Λ−1
{(σ

δ

) [
AIα−β0+ (µu (T ) + γu (η)) + Iα0+ (µg (T ) + γg (η)) + d

]
+
[
AIα−β−1

0+ (µu (T ) + γu (η)) + Iα−1
0+ (µg (T ) + γg (η))

]
+ l
}
,

where g ∈ C (J,Rn) be such that

g (t) = f
(
t, u (t) , cDβ

0+u (t) , g (t) +AcDβ
0+u (t)

)
For every u ∈ C1 (J,Rn) and any t ∈ J , we have

(Nu)
′
(t) = D − (α− β)Atα−β−1

Γ (α− β + 1)
B

+
A

Γ (α− β − 1)

t∫
0

(t− s)α−β−2
u (s) ds

+
1

Γ (α− 1)

t∫
0

(t− s)α−2
g (s) ds. (IV.8)

Clearly, the fixed points of operator N are solutions of
problem (1.1)− (1.2).
It is clear that (Nu)

′ ∈ C (J,Rn), consequently, N is well
defined.

Let u, v ∈ C (J,Rn). Then for t ∈ J , we have
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‖(Nu) (t)− (Nv) (t)‖ ≤
(

1 +
‖A‖Tα−β

Γ (α− β + 1)

)
‖B −B1‖

+T ‖D −D1‖+
‖A‖

Γ (α− β)

T∫
0

(T − s)α−β−1 ‖u (s)− v (s)‖ ds

+
1

Γ (α)

T∫
0

(T − s)α−1 ‖g (s)− h (s)‖ ds,

with B1 = u (0) , D1 = u′ (0) are defined above.

From (H), for any t ∈ J , we have

‖g (t)− h (t)‖ = L1 ‖u (t)− v (t)‖

+L2

∥∥∥cDβ
0+u (t)−c Dβ

0+v (t)
∥∥∥

+L3

∥∥∥g (t) +AcDβ
0+u (t)− h (t)−AcDβ

0+v (t)
∥∥∥

≤ L1 ‖u (t)− v (t)‖+L2

∥∥∥cDβ
0+u (t)−c Dβ

0+v (t)
∥∥∥

+L3 ‖g (t)− h (t)‖+L3 ‖A‖
∥∥∥cDβ

0+u (t)− cDβ
0+v (t)

∥∥∥
≤ L1 ‖u (t)− v (t)‖+L3 ‖g (t)− h (t)‖

+ (L3 ‖A‖+ L2)
∥∥∥cDβ

0+ (u (t)− v (t))
∥∥∥ .

Thus
‖g (t)− h (t)‖ ≤ L1

1− L3
‖u (t)− v (t)‖

+
L3 ‖A‖+ L2

1− L3

∥∥∥cDβ
0+ (u (t)− v (t))

∥∥∥
≤ L1

1− L3
‖u− v‖∞+

L3 ‖A‖+ L2

1− L3

∥∥∥cDβ
0+ (u− v)

∥∥∥
∞

Then, according to the Lemma ??, we get

‖g (t)− h (t)‖ ≤ L1

1− L3
‖u− v‖1

+
T 1−β (L3 ‖A‖+ L2)

Γ (2− β) (1− L3)
‖u− v‖1

=
L1Γ (2− β) + T 1−β (L3 ‖A‖+ L2)

Γ (2− β) (1− L3)
‖u− v‖1 . (IV.9)

By employing (??) and Lemma ??, we get

‖B1 −B2‖ ≤ ∆
{[

Λ−1
(σ
δ

)
(µT + γη) + 1

]
Φ

+ Λ−1 (µT + γη) Θ
}
‖u− v‖1

= M1 ‖u− v‖1 .

and
‖D1 −D2‖ ≤ Λ−1

{(σ
δ

)
Φ + Θ

}
‖u− v‖1

= M2 ‖u− v‖1 ,

where Φ and Θ defined above.
Thus, for t ∈ J , we have

‖(Nu) (t)− (Nv) (t)‖ ≤
[(

1 +
‖A‖Tα−β

Γ (α− β + 1)

)
M1

+TM2 +
‖A‖Tα−β

Γ (α− β + 1)

+
TαL1Γ (2− β) + T 1−β+α (L3 ‖A‖+ L2)

Γ (α+ 1) Γ (2− β) (1− L2)

]
‖u− v‖1

= R1 ‖u− v‖1 .

Also ∥∥(Nu)
′
(t)− (Nv)

′
(t)
∥∥ ≤ ‖D2 −D1‖

+
(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
‖B1 −B2‖

+
‖A‖

Γ (α− β − 1)

T∫
0

(T − s)α−β−2 ‖u (s)− v (s)‖ ds

+
1

Γ (α− 1)

T∫
0

(T − s)α−2 ‖g (s)− h (s)‖ ds.

By employing (??) and Lemma ??, we get∥∥(Nu)
′
(t)− (Nv)

′
(t)
∥∥ ≤ [M2 +

(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
M1+

+
‖A‖Tα−β−1

Γ (α− β)

+
Tα−1L1Γ (2− β) + Tα−β (L3 ‖A‖+ L2)

Γ (α) Γ (2− β) (1− L2)

]
‖u− v‖1

= R2 ‖u− v‖1 .

Therefore

‖(Nu) (t)− (Nv) (t)‖ ≤ max {R1, R2} ‖u− v‖1 .

Thus, by (??) the operator N is a contraction. Hence it follows
by Banach’s contraction principle that the boundary value
problem (??)− (??) has a unique solution on J .

Now we are in a position to present the second main result
of this paper. The existence results is based on Leray-Schauder
nonlinear alternative.

Theorem IV.6. . [12] (Nonlinear alternative for single valued
maps). Let E be a Banach space, C a closed, convex subset
of E and U an open subset of C with 0 ∈ U . Suppose that
F : U → C is a continuous and compact (that is F

(
U
)

is
relatively compact subset of C) map. Then either
(i) F has a fixed point in U , or
(ii) there is a u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1)
with u = λF (u).
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Set

l1 = M3 +TM4 +
‖A‖Tα−β

Γ (α− β + 1)
M3 +TM4 +

‖A‖ rTα−β

Γ (α− β + 1)

+
Tα

Γ (α+ 1)
M,

and

l2 = M4+
(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
M3+

‖A‖ rTα−β−1

Γ (α− β)
+
TαM

Γ (α)
.

Theorem IV.7. Assume that (H1) holds and there exists a
positive constant M > 0 such that max {l1, l2} = l < M .
Then the boundary value problem (1.1) − (1.2) has at least
one solution on J .

Proof. Let N be the operator defined in (??).
N is continuous. Let (un) be a sequence such that un → u

in C (J,Rn). Then for t ∈ J , we have

‖(Nu) (t)− (Nun) (t)‖ ≤
(

1 +
‖A‖Tα−β

Γ (α− β + 1)

)
‖B1 −Bn2‖

+
‖A‖

Γ (α− β)

T∫
0

(T − s)α−β−1 ‖u (s)− un (s)‖ ds

+T ‖D1 −Dn2‖+
1

Γ (α)

T∫
0

(T − s)α−1 ‖g (s)− gn (s)‖ ds,

where Bn2, Dn2 ∈ Rn, with

Bn2 = ∆
{[

Λ−1
(σ
δ

)
(µT + γη) + 1

]
×
[
AIα−β0+ (µun (T ) + γun (η)) + Iα0+ (µgn (T ) + γgn (η)) + d

]
+Λ−1 (µT + γη)

[
AIα−β−1

0+ (µun (T ) + γun (η))

+Iα−1
0+ (µgn (T ) + γgn (η)) + l

]}
,

Dn2 = Λ−1
{(σ

δ

) [
AIα−β0+ (µun (T ) + γun (η))

+Iα0+ (µgn (T ) + γgn (η)) + d]

+AIα−β−1
0+ (µun (T ) + γun (η)) + Iα−1

0+ (µgn (T ) + γgn (η)) + l
}
,

and

gn (t) = f
(
t, un (t) , cDβ

0+un (t) , gn (t) +AcDβ
0+un (t)

)
.

From (H), for any t ∈ J , we have

‖g (t)− gn (t)‖ = L1 ‖u (t)− un (t)‖

+L3

∥∥∥g (t) +AcDβ
0+u (t)− gn (t)−AcDβ

0+un (t)
∥∥∥

+L2

∥∥∥cDβ
0+u (t)−c Dβ

0+un (t)
∥∥∥

≤ L1 ‖u (t)− un (t)‖+L2

∥∥∥cDβ
0+u (t)−c Dβ

0+un (t)
∥∥∥

+L3 ‖g (t)− gn (t)‖+ L3 ‖A‖
∥∥∥cDβ

0+u (t)− cDβ
0+un (t)

∥∥∥
≤ L1 ‖u (t)− un (t)‖+ L3 ‖g (t)− gn (t)‖

+ (L3 ‖A‖+ L2)
∥∥∥cDβ

0+ (u (t)− un (t))
∥∥∥ .

Thus

‖g (t)− gn (t)‖ ≤ L1

1− L3
‖u (t)− un (t)‖

+
L3 ‖A‖+ L2

1− L3

∥∥∥cDβ
0+ (u (t)− un (t))

∥∥∥
≤ L1

1− L3
‖u− un‖∞+

L3 ‖A‖+ L2

1− L3

∥∥∥cDβ
0+ (u− un)

∥∥∥
∞
.

Then, according to the Lemma ??, we get

‖g (t)− gn (t)‖ ≤ L1

1− L3
‖u− un‖1+

T 1−β (L3 ‖A‖+ L2)

(1− L3) Γ (2− β)
‖u− un‖1

=
L1Γ (2− β) + T 1−β (L3 ‖A‖+ L2)

(1− L3) Γ (2− β)
‖u− un‖1 .

By employing (??) and Lemma ??, we get

‖B1 −Bn2‖ ≤ ∆
{[

Λ−1
(σ
δ

)
(µT + γη) + 1

]
Φ

+Λ−1 (µT + γη) Θ
}
‖u− v‖1 ,

= M1 ‖u− v‖1 .

and

‖D1 −Dn2‖ ≤ Λ−1
{(σ

δ

)
Φ + Θ

}
‖u− v‖1

= M2 ‖u− v‖1 ,

Thus, for t ∈ J , we have

‖(Nu) (t)− (Nv) (t)‖ ≤
[(

1 +
‖A‖Tα−β

Γ (α− β + 1)

)
M1

+TM2 +
‖A‖Tα−β

Γ (α− β + 1)

+
TαL1Γ (2− β) + T 1−β+α (L3 ‖A‖+ L2)

Γ (α+ 1) Γ (2− β) (1− L2)

]
‖u− v‖1

= R1 ‖u− un‖1 .

Also ∥∥(Nu)
′
(t)− (Nun)

′
(t)
∥∥ ≤ ‖Dn2 −D1‖

+
(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
‖B1 −Bn2‖

+
‖A‖

Γ (α− β − 1)

T∫
0

(T − s)α−β−2 ‖u (s)− un (s)‖ ds

+
1

Γ (α− 1)

T∫
0

(T − s)α−2 ‖g (s)− gn (s)‖ ds.

  
Ιnternational Journal of Electrical Engineering and Computer Science (EEACS)Volume 3, 2021

ISSN: 2769-2507 126



By employing (??), we get∥∥(Nu)
′
(t)− (Nun)

′
(t)
∥∥ ≤ [M2 +

(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
M1

+
‖A‖Tα−β−1

Γ (α− β)

+
Tα−1L1Γ (2− β) (L3 ‖A‖+ L2)Tα−β−1

Γ (α− β + 1)
M1

]
‖u− un‖1 .

= R2 ‖u− un‖1 .

Thus ‖Nu−Nun‖1 → 0 as n→∞, which implies that the
operator N is continuous.

Now, we show N maps bounded sets into bounded
sets in C (J,Rn). For a positive number r, let Br ={
u ∈ C1 (J,Rn) : ‖u‖1 ≤ r

}
be a bounded set in C (J,Rn).

Then we have

‖g (t)‖ ≤
∥∥∥f (t, u (t) , g (t) +AcDβ

0+u (t) , Dβ
0+u (t)

)
− f (t, 0, 0, 0)‖+ ‖f (t, 0, 0, 0)‖

≤ L1 ‖u (t)‖+ L3

∥∥∥g (t) +AcDβ
0+u (t)

∥∥∥
+L2

∥∥∥Dβ
0+u (t)

∥∥∥+ ‖f (t, 0, 0, 0)‖

≤ L1 ‖u‖∞+L3 ‖g (t)‖+(L3 ‖A‖+ L2)
∥∥∥Dβ

0+u
∥∥∥
∞

+f∗,

where sup
t∈J
|f (t, 0, 0, 0)| = f∗ <∞. Thus

‖g (t)‖ ≤ L1

1− L3
‖u‖∞+

L3 ‖A‖+ L2

1− L3

∥∥∥Dβ
0+u

∥∥∥
∞

+
f∗

1− L3
.

Then, By Lemma ??, we have

‖g (t)‖ ≤ L1

1− L3
‖u‖∞+

(L3 ‖A‖+ L2)T 1−β

(1− L3) Γ (2− β)
‖u′‖∞+

f∗

1− L3

≤ L1

1− L3
‖u‖1+

(L3 ‖A‖+ L2)T 1−β

(1− L3) Γ (2− β)
‖u‖1+

f∗

1− L3

≤ L1r

1− L3
+

(L3 ‖A‖+ L2) rT 1−β

(1− L3) Γ (2− β)
+

f∗

1− L3
= M,

(IV.10)
which implies that

‖B‖ ≤ r ‖A‖∆
[(

Λ−1
(σ
δ

))
× ((µT + γη) + 1)

(
µTα−β + γηα−β

Γ (α− β + 1)

)
+Λ−1 (µT + γη)

(
µTα−β−1 + γηα−β−1

Γ (α− β)

)]
+M∆

[(
Λ−1

(σ
δ

)
(µT + γη) + 1

)(µTα + γηα

Γ (α+ 1)

)
+Λ−1 (µT + γη)

(
µTα−1 + γηα−1

Γ (α)

)]

+∆Λ−1 (µT + γη)
[
l + d

((σ
δ

)
+ 1
)]

= M3,

and

‖D‖ ≤ r ‖A‖
[
Λ−1

(σ
δ

) µTα−β + γηα−β

Γ (α− β + 1)
+
µTα−β−1 + γηα−β−1

Γ (α− β)

]

+MΛ−1

[(σ
δ

)(µTα + γηα

Γ (α+ 1)

)
+

(
µTα−1 + γηα−1

Γ (α)

)]
+Λ−1

[(σ
δ

)
d+ l

]
= M4.

Thus (??) implies

‖(Nu) (t)‖ ≤M3+
‖A‖Tα−β

Γ (α− β + 1)
M3+TM4+

‖A‖ rTα−β

Γ (α− β + 1)

+
Tα

Γ (α+ 1)
M = l1,

and∥∥(Nu)
′
(t)
∥∥ ≤M4+

(α− β) ‖A‖Tα−β−1

Γ (α− β + 1)
M3+

‖A‖ rTα−β−1

Γ (α− β)

+
TαM

Γ (α)
= l2.

Therefore
‖(Nu)‖1 ≤ max {l1, l2} = l. (IV.11)

Now, we show that N maps bounded sets into equicontin-
uous sets of C1 (J,Rn). Let t1, t2 ∈ [0, 1] with t1 < t2 and
u ∈ Br is bounded sets of C1 (J,Rn). Then

‖(Nu) (t2)− (Nu) (t1)‖ ≤M4 (t2 − t1)

+

(
1 +

‖A‖M3

Γ (α− β + 1)

)(
tα−β2 − tα−β1

)

+
‖A‖ r

Γ (α− β)

t2∫
t1

(t2 − s)α−β−1
ds

+
‖A‖ r

Γ (α− β)

t1∫
0

[
(t2 − s)α−β−1 − (t1 − s)α−β−1

]
ds

+
M1

Γ (α)

 t2∫
t1

(t2 − s)α−1
ds+

t1∫
0

[
(t2 − s)α−1 − (t1 − s)α−1

]
ds


Obviously, the right-hand side of the above inequality tends
to zero as t2 → t1.
Similarly, we have

∥∥(Nu)
′
(t2)− (Nu)

′
(t1)

∥∥ ≤ (α− β) ‖A‖M3

Γ (α− β + 1)

(
tα−β−1
2 − tα−β−1

1

)

+
‖A‖ r

Γ (α− β − 1)

t2∫
t1

(t2 − s)α−β−2
ds
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+
‖A‖ r

Γ (α− β − 2)

t1∫
0

[
(t2 − s)α−β−2 − (t1 − s)α−β−2

]
ds

+
M

Γ (α− 1)

 t2∫
t1

(t2 − s)α−2
ds

+

t1∫
0

[
(t2 − s)α−2 − (t1 − s)α−2

]
ds


Again, it is seen that the right-hand side of the above inequality
tends to zero as t2 → t1. Thus, ‖(Nu) (t2)− (Nu) (t1)‖ → 0,
as t2 → t1. This shows that the operator N is completely
continuous, by the Ascoli-Arzela theorem. Thus, the operator
N satisfies all the conditions of Theorem ??, and hence by
its conclusion, either condition (i) or condition (ii) holds.
We show that the condition (ii) is not possible.

Let U =
{
u ∈ C1 (J,Rn) : ‖u‖ < M

}
with max {l1, l2} =

l < M . In view of condition l < M and by (??), we have

‖Nu‖ ≤ max {l1, l2} < M.

Now, suppose there exists u ∈ ∂U and λ ∈ (0, 1) such that
u = λNu. Then for such a choice of u and the constant λ,
we have

M = ‖u‖ = λ ‖Nu‖ < max {l1, l2} < M,

which is a contradiction. Consequently, by the Leray-Schauder
alternative, we deduce that F has a fixed point u ∈ U which
is a solution of the boundary value problem (??)− (??). The
proof is completed.

We construct an example to illustrate the applicability of
the results presented.

Example IV.1. Consider the following fractional differential
equation, for t ∈ J = [0, 1]

cDα
0+u (t)−AcDβ

0+u (t) = f
(
t, u (t) ,cDβ

0+u (t) ,cDα
0+u (t)

)
,

(IV.12)
subject to the three-point boundary conditions{

u (0)− u (1)− u
(

1
2

)
= 1,

u′ (0)− u′ (1)− u′
(

1
2

)
= 1,

(IV.13)

where α = 2, β = 1, λ = µ = d = l = 1, A =

(
2 1
0 2

)
and

fi (t, u, v, w) =
cit

8
arctan (|u|+ |v|+ |w|) , i = 1, 2,

such that f = (f1, f2) with 0 < ci < 1, i = 1, 2.
For every ui, vi ∈ R2, i = 1, 2, 3, we have

|fi (t, u1, u2, u3)− fi (t, v1, v2, v3)| ≤ ci
8

(|u1 − v1|

+ |u2 − v2|+ |u3 − v3|) , i = 1, 2,

where L1 = L2 = L3 = ci
8 for appropriate choice of constants

ci, i = 1, 2. we check the condition of Theorem ??. Clearly,
assumption (H1) holds. A simple computations of R1, R2, l1
and l2 shows tha the second condition of Theorems ?? and
?? is satisfied. Thus the conclusion of Theorems ?? and ??
applies, and hence the problem (??) − (??) has a unique
solution and at least one solution on [0, 1].
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