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Abstract: - Process mining leverages event log data to extract valuable knowledge and insights about the 
underlying processes. Education has embraced process mining, driven by the huge amounts of log data from 
student activities at the learning management systems (LMS) to enhance processes underlying the event logs of 
LMS. Educational predictive process mining supports predictions about the future of a running process 
instance. Predictive efforts are driven by machine learning (ML) and deep learning (DL) approaches. ML and 
DL approaches are characterized by a high level of efficiency and accuracy in prediction, but also increasing 
complexity and a low level of explainability. To overcome low explainability, various explainable artificial 
intelligence (XAI) methods emerged to explain the reasoning process. This study focuses on enhancing 
explainability in process outcome prediction by examining the properties of interpretability and faithfulness. 
We evaluate these properties across the primary dimensions of business process data: event attributes, case 
characteristics, and control flow patterns. Moodle events logs along with various ML and DL algorithms are 
used to validate the findings. The experiment is conducted to identify which xAI approach is best for 
educational predictive process mining. This is achieved through the application of key metrics: parsimony, 
functional complexity, importance ranking correlation, and level of disagreement. These metrics provide a 
structured approach to evaluating and enhancing the interpretability of predictive models in process mining. 
Research results in the form of guidelines assist practitioners and researchers in navigating the complex 
decision-making process by emphasizing the significance of explainability. 
 
Key-Words: - explainable artificial intelligence, educational process mining, machine learning, deep learning, 

interpretability, faithfulness. 
 
Received: March 9, 2024. Revised: December 11, 2024. Accepted: February 8, 2025. Published: April 1, 2025.   
 
 
1  Introduction 
Process mining is a discipline that enables the 
extraction of process-centric knowledge from time-
ordered event logs collected by systems in a broad 
spectrum of domains. Process mining aims to 
discover process models, predict future activities, 
and recommend actions to mitigate possible risks. 
Process mining has been adopted across various 
fields, such as healthcare, finance, and education, 
[1]. Education has embraced process mining, driven 
by the huge amounts of log data from student 
activities at the learning management systems 
(LMS) and the growing interest in learning analytics 
and educational data mining. This has established 
educational process mining as a valuable tool in 
educational research. 

In the educational process mining, event data 
reflects students’ activities in LMSs which record 
time-stamped events of students’ interactions with 
the tools. Educational process mining, among 

others, has been used to explore students’ learning 
processes, and visualize students’ paths and 
strategies, [2]. Such an approach allows us 
identification of most effective resources or 
challenging topics, or prediction of problems before 
they occur. Prediction is enabled by using predictive 
process mining (PPM), a use case of process 
mining, used for the providing future course of 
running business process instances. Predictive 
process mining experiments resulting from 
predictive models are developed by machine 
learning (ML) or deep learning (DL) approaches 
which provide superior results to alternative 
advanced statistical approaches, [3]. Most of the 
models that have been built with DL and ML are 
black boxes because their underlying structures are 
complex and difficult to explanation and 
interpretation, [4]. Various approaches have been 
proposed in ML and DL to explain obtained models, 
forming a new research area of explainable artificial 
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intelligence (XAI), [5]. There are only a few studies 
so far that have attempted to apply XAI to interpret 
black box models in the process mining field. 
According to our knowledge, there is no study to 
apply or evaluate XAI methods for educational 
predictive process mining. Motivated by that, in this 
research paper, we apply and evaluate XAI 
measures for assessing explainable models based on 
ML and DL algorithms in the context of predictive 
educational process mining. 
 
Accordingly, this paper aims to provide: 
(i) Perceptions of explainable AI approaches 

used in machine learning and deep learning 
and evaluation metrics for explainability 
which are suitable for process mining, 

(ii) comparative analysis of XAI metrics to 
explain and interpret results in educational 
predictive process mining, 

(iii) evaluate machine learning and deep learning 
approaches for predictive process mining in 
education in terms of explainability and 
predictive performance. 

 
Two research questions are set up: 
RQ1: Which machine learning or deep learning 
algorithms give better results in terms of predictive 
performance in educational predictive process 
mining? 
 
RQ2: Which machine learning or deep learning 
algorithms give better results in terms of 
explainability in educational predictive process 
mining? 
 

The paper is structured as follows. Section two 
gives an overview of educational process mining 
and XAI, including state-of-the-art for explainable 
predictive process mining, indicating the gaps in the 
related literature that this research attempts to 
address. Section three explains the research 
methodology including XAI metrics, and 
approaches to their evaluation along with a 
description of the LMS data used in the empirical 
research. Section four provides findings drawn from 
the experiments. Section five concludes the paper by 
highlighting scientific contribution of the research 
and indicating guidelines for future research. 
 

 

2  Related Work 
This paper follows two main research paths: 
educational predictive process mining, as a use case 
of process mining in education, and explainable 
artificial intelligence.  

Predictive process predictions refer to different 
tasks depending on the target to be predicted: 
continuous (regression task) or categorical 
(classification task). Thus, related work can be 
found for regression predictions of remaining cycle 
times, delays, and next timestamps [6], predictions 
of partial or final process outcomes [7], [8], 
anomaly classification [9], predictions regarding the 
next event [10] or a sequence of next events [11]. 

Recent studies also have addressed the 
predictive process prediction focusing on 
classification problems such as: (i) next event 
prediction, [12], [13], [14], [15]. (ii) business 
process outcome prediction, [16], [17]. (iii) 
remaining time prediction [15], and (iv) risk 
prediction [18]. From the perspective of predictive 
process models, deep learning approaches provide 
superior results to alternative statistical approaches 
[3]. Machine learning and deep learning techniques 
are powerful tools to solve a wide diversity of 
complex problems in various domains, including 
education, [19], [20]. Various deep learning 
approaches such as long-short term memory 
networks (LSTM), deep feedforward neural 
networks (FNN), or convolutional neural networks 
(CNN) have been successfully used for 
classification and regression tasks in predictive 
process modeling. While these advanced models 
yield more accurate results than traditional white-
box methods, their implementation in process 
mining applications is hindered by their black box 
nature. The challenge in trusting these non-
transparent models has created a gap between 
scientific research and its limited practical adoption. 
In recent years, there has been a growing focus on 
enhancing the interpretability of deep learning 
models across various research fields through 
various explanation techniques. 

Although explaining deep learning-based black 
box approaches has received attention in many 
domains, there are only a few examples of an 
explainable artificial intelligence application in the 
domain of process mining, [21]. The study by [22] 
illustrated the need for explainable artificial 
intelligence in a manufacturing process mining. 
Authors in [23] also emphasized the importance of 
explainable artificial intelligence for business 
process management.  In research [21] authors 
consider there is still much work on explainable 
predictive process mining and this gap needs to be 
filled, [21]. 

Explainable artificial intelligence strives to 
develop transparency of artificial intelligence-based 
models by ensuring insights into automated 
decision-making processes. In the field of XAI, few 

WSEAS TRANSACTIONS on ADVANCES in ENGINEERING EDUCATION 
DOI: 10.37394/232010.2025.22.1 Dijana Oreški, Marija Pokos Lukinec

E-ISSN: 2224-3410 2 Volume 22, 2025



works have evaluated explanation models. In 
research [24] is presented a metric based on human-
friendly properties, while in [25] authors defined a 
metric for model complexity. However, these 
metrics do not consider the process attributes. The 
study of [26] explores explainability models in the 
field of predictive process mining, but process data 
are not taken into account. Most importantly, these 
metrics did not evaluate the faithfulness of the 
model. Previous works emphasized challenges with 
the faithfulness of methods. In [27] authors 
demonstrated the relationship between the SHAP 
and the predictive performance  and authors in [28] 
presented metrics that evaluated the relevance of the 
attribute value. However, research papers exploring 
the faithfulness of explainability in process mining 
are missing, [29], [30].  

Previous papers identified metrics to evaluate 
the methods for explainability. Statistical 
approaches, such as linear regression, develop more 
transparent inferences than complex techniques, 
such as artificial neural networks, as they are 
intrinsically self-interpretable, [31]. However, 
simple approaches are mostly less accurate than 
complex ML and DL approaches. On the other 
hand, the interpretability and explainability of these 
models are low, [32]. Existing XAI metrics do not 
consider the different process-based characteristics: 
control flow, event, and case perspective. In this 
paper, explainability is defined through the 
interpretability of explanations and faithfulness of 
the explainability model suitable for process data.  

Based on the aforementioned, there is a clear 
need for model-agnostic explainability metrics that 
are specific to process mining. Also, the faithfulness 
of explainability methods in process mining needs 
to be evaluated. These domain-specific metrics can 
guide professionals in selecting the optimal model. 
This paper tackles interpretability and faithfulness in 
domain-specific educational mining. 

This paper examines the next event prediction 
process using previous activities based on data 
recorded in event logs. This task enables to 
proactively intervene and prevent undesired 
behavior in a timely manner, [10]. The task has 
received attention from researchers across different 
domains and is beneficial when introducing and 
comparing novel approaches to the field of PPM, 
[33]. 

All those examples come from the business 
community. Recently, process mining emerged in a 
variety of domains. In this paper, the focus is on 
educational process mining (EPM), process mining 
applied to educational data. EPM is focused on 
process-oriented knowledge discovery in 

educational systems, and it is indicated as an 
upcoming and emerging field of interest by [34] and 
[35]. 

This work builds upon the initially presented in 
[36] which focused on comparing explanations in 
the context of business predictive process mining. 
The current work applies their methodological 
approach to educational predictive process mining 
assuming differences in educational and business 
process data. 
 

 

3  Research Methods 
 

3.1  Educational Event Logs 
Educational platforms collect huge amounts of data 
on every student's interaction within the learning 
environment. Such data is a valuable source to 
analyze and gain insights into the dynamics of the 
learning process. The dynamic nature of learning 
means that many learning processes unfold over 
time. This underscores the need for analytical 
methods that can capture and examine these 
temporal aspects. Techniques like process mining 
leverage the traces of student activity to understand 
how learning evolves over time. This is crucial for 
studying longitudinal processes, such as patterns of 
student engagement throughout an educational 
program. This is the main motivation behind domain 
selection in this research. 
 The basis for our analysis is an event log. An 
event log has three parts: case identifier, activity 
identifier, and timestamp. Based on the event log, 
multiple other metrics are calculated, e.g. cases per 
activity, number of activities, idle time, or 
throughput time. 
 In this research, we are using synthetic data 
generated from a real course at the University of 
Eastern Finland. The course has been described in 
[37] which used the original dataset. This synthetic 
data is explained here [1] 
 The course consisted of lectures including 
multiple practical sessions. Students submitted 
multiple assignments. The course had a project that 
accounted for 30% of the grade. Everything was 
available online, in the LMS Moodle. A description 
of the data is given in Table 1 (based on [1]). 

Data refers to 95,580 timestamped Moodle logs 
for 130 distinct students. Activities include viewing 
lectures, discussing on forums, and working on 
individual assignments, among others. The logs 
were encoded putting together logs that typify the 
same action. 

For example, actions associated with the group 
project were all coded as Groupwork, log activities 
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related to feedback were coded as Feedback, logs of 
students’ access to practical resources or 
assignments were coded as Practicals, etc., [1]. 
 

Table 1. Data description 
Variable Description 

Event.context Learning management data / LMS data 
where the event occurred (e.g. 

Assignment: Literature review”.) 
user: Username in the learning management 

system 
timecreated: Timestamp at which an event occurred 

Component: Sort of resource involved in the event. 
There are 13 different inputs (e.g. 
Forum, System, Assignment etc.) 

Event.name: Name of the event in Learning 
management system / LMS. There are 27 

different inputs (e.g. Course module 
viewed, Course viewed, Discussion 

viewed etc. 
Action: A column created by combining event 

name and context.  There are 12 different 
inputs (e.g. Group_work, Course_view, 

Practicals etc.) 
 
3.2  Explainable Artificial Intelligence 
Term explainability is subjective, but many research 
papers have objectively quantified it, [38], [39]. 
These research papers mostly define it in terms of 
interpretability and faithfulness.  

In our research, we have adopted definitions and 
formulas used in [36]. They define parsimony and 
functional complexity as properties of 
interpretability. Importance ranking correlation and 
level of disagreement as properties of faithfulness. 
All metrics are defined as model agnostic. Here, we 
give only brief definitions of the properties. For 
detailed descriptions and formulas see, [36]. 

Parsimony (P) is a property of interpretability 
that represents the complexity of a model. This is 
the non-zero weights provided by the post-hoc 
explainability model, [36]. 

Functional complexity (FC) serves as a measure 
of model complexity. The metric investigates how 
many altered predictions there would be when 
permuting the attribute values of an attribute type, 
and consequently measures how strongly the 
predictions depend on that attribute type, [36]. 

Importance ranking correlation (IRC) is a 
measure of the faithfulness of an explainability 
method and is quantified with the use of the non-
parametric Spearman’s correlation coefficient, [36]. 

Level of disagreement (LOD) is a metric of 
faithfulness that computes the percentage of similar 

predictions between the black box model and the 
explainability model, [36]. 

All four metrics will give us insights into the 
explainability of the models in educational 
predictive process mining. 
 

 

4  Research Results and Discussion 
We have applied model-agnostic explainability 
metrics that have been adapted for a process-
oriented analysis. These metrics allow us to assess 
and compare the interpretability and faithfulness of 
explainability techniques in the field of educational 
process mining. Second, we applied four machine 
learning and deep learning algorithms. These 
models are complemented with post-hoc 
explainability techniques, allowing us to evaluate 
their performance in educational process mining 
settings from Moodle event logs. Specification of 
the event log used in the research is given in Table 
2. 
 

Table 2. Specification of Event Log 
Variable Count 

Number of events 95626 
Number of cases 9560 
Number of traces 4076 

Number of distinct activities 12 

Average trace length 10.00272 

 
Four different machine learning and deep 

learning algorithms are employed. Random Forrest 
(RF) and XGBoost (XGB) as machine learning 
approaches and Long Short-Term Memory (LSTM) 
and Convolutional Neural Networks (CNN) as deep 
learning approaches. Predictive performance 
measured by AUC is presented in Table 3. 

 
Table 3. Predictive Performance for Event Log per 

Classifier 
Classifier AUC 

RF 87.57 

XGB 87.12 

LSTM 91.23 

CNN 90.04 

 
DL models outperform both ML models on 

educational event logs. This is opposite from results 
in [34] indicating differences in educational and 
business process data characteristics. 

Next, we will investigate how four metrics 
evaluate the interpretability and faithfulness of 
different methods. 

Table 4 presents the first metric, parsimony of 
each attribute type: control, case, and event. 
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Table 4. Parsimony for Event Log per Classifier 
Classifier Control  Case Event 

RF 35 28 30 

XGB 20 18 25 

LSTM 3 3 8 

CNN 4 4 9 

 
The parsimony of the total model is the sum of 

the parsimony for attribute types. A simple model is 
preferred. Accordingly, LSTM and CNN are the 
most parsimonious models. The second element of 
the model interpretability is functional complexity. 
Table 5 presents Functional Complexity per 
attribute type. 

 
Table 5. Functional complexity for Event Log per 

Classifier 
Classifier Control  Case Event 

RF 93.32 5,44 19,98 

XGB 91,11 4,18 16,73 

LSTM 0.05 0.02 0.03 

CNN 0.05 0.04 0.02 

 
Functional complexity is used to identify the 

dependency of the attribute types on the 
explanations and to see if certain attribute types are 
important for explanation. If a change in all the 
attributes of a certain type does not change 
prediction, then these attribute values are not 
important. It is like sensitivity analysis in machine 
learning-based models. Therefore, interpretability is 
interpreted together with the metric parsimony, as 
this allows us to see whether the most prominent 
attribute types are also the most influential on the 
predictions. 

The second property of explainability is 
faithfulness consisting of two properties, Importance 
Ranking Correlation and Level of Disagreement. 

Table 6 presents Importance Ranking 
Correlation (IRC) values for each algorithm. This 
metric does not distinguish between the different 
attribute types, as the focus is on the relative ranking 
of the attributes in general. 

 
Table 6. Importance ranking correlation for Event 

Log per Classifier 
Classifier IRC 

RF 0.41 

XGB 0.31 

LSTM 0.18 

CNN 0.23 

 
The positive correlation coefficient near 1 

indicates a faithful model, while a decrease in 
faithfulness is indicated by a value closer to 0. Here, 

machine-learning approaches yielded better results 
than deep-learning approaches.  

The second metric of faithfulness is the Level of 
Disagreement. Table 7 presents the Level of 
Disagreement for ML and DL algorithms employed 
in the study. 

 
Table 7. Level of disagreement for Event Log per 

Classifier 
Classifier LOD 

RF 1.24 

XGB 3.54 

LSTM 1.22 

CNN 3.44 

 
The level of Disagreement investigates whether 

the attribute importance and the explainability 
model focus on the same attribute type. In our 
research results, machine learning and deep learning 
approaches yielded similar results. 

Our results prove that the trade-off between 
performance and explainability measured through 
interpretability and faithfulness is difficult in the 
field of educational predictive process mining. 
 
 
5  Conclusion 
This paper evaluated the explainability of 
educational predictive models developed by deep 
learning in process mining. Explainability was 
defined through characteristics of interpretability of 
explanations and faithfulness of the explainability 
model. Interpretability was evaluated through the 
metrics of parsimony and functional complexity. 
Faithfulness was evaluated through metrics of 
importance ranking correlation and level of 
disagreement. 
 Our research focused on events, case, and 
control perspectives to capture process data. The 
approach was applied to the educational event log 
and applying four machine and deep learning 
algorithms.  
 
Empirical analysis led us to the following answers 
to defined research questions: 
 
RQ1: Which machine learning or deep learning 
algorithms give better results in terms of predictive 
performance in educational predictive process 
mining? 
Deep learning algorithms provided better results in 
terms of predictive performance. 
 
RQ2: Which machine learning or deep learning 
algorithms give better results in terms of 
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explainability in educational predictive process 
mining? 
  

Deep learning and machine learning algorithms 
provided the same results in terms of explainability. 

We demonstrated that each model has its 
advantages and disadvantages. Although our 
research makes a scientific contribution to 
educational predictive process mining, it has several 
limitations. First, only one data set is used in 
empirical research. Second, there are various 
machine and deep learning algorithms which were 
not included in the research. Finally, other metrics 
for the explainability of the models could be 
employed.  

Our research has practical implications for 
enhancing trust in complex machine learning and 
deep learning models working on their 
explainability. 
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