Teaching Machine Learning and Deep Learning Introduction: An Innovative Tutorial-Based Practical Approach
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Abstract: - Machine learning and deep learning techniques have penetrated deep into the various domains of engineering, science, and technology. They are very powerful tools to solve a wide variety of complex problems in those domains. This paper presents an innovative tutorial with practical examples of teaching the introduction to machine learning and deep learning. Starting with the basic concepts, the tutorial takes the readers through the basics of linear regression, logistic regression, and deep neural networks. Then the fundamental association between linear regression, logistic regression, and deep neural network is revealed using the practical examples. This tutorial article provides a solid base for readers aspiring to learn machine learning and deep learning with a systematic and practical approach.
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1 Introduction

Artificial intelligence (AI) is an exciting field of computer science that finds wide applications in various domains. AI is being increasingly employed in all fields of science, technology, and management for better problem-solving. Machine learning (ML) and deep learning (DL), which are sub-fields of AI are commonly employed in most of the AI applications. ML and DL are widely used to construct expert systems for prediction and classification based on input data. Applications of ML and DL include image recognition, computer vision, speech recognition, stock market prediction, email filtering, and e-commerce website recommender systems among many others. However, researchers face challenges during the deployment of the ML model at every stage, [1] and this provides a wide opportunity for the research community to exploration. A few of the challenging applications include industrial end-systems, [2], medical images, [3], [4], autism disorder [5] and Image captioning [6].

A significant number of tutorials have been published in the area of ML and DL to facilitate the researchers for carrying out cutting-edge research and notable among them are [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17]. A tutorial about the usage of ML models for medical applications is given in [7]. Another tutorial on evaluating ML models for healthcare applications is dealt with in [8]. In [9], a tutorial is given for emotion recognition with ML techniques. A tutorial on automated ML imaging analysis is presented in [10]. In [11], a tutorial on ensemble methods is demonstrated with a practical perspective. In [12], a tutorial for studying fairness in the recommender system is given. An ML primer using Python with a well-edited dataset is described in [13]. A tutorial on reliable and safe ML analysis is covered in [14]. A tutorial on deep learning-based mammogram diagnosis dealt in [15] while an inclusive tutorial on fair and private deep learning is explored in [16]. An innovative tutorial-generating system based on generative AI is surveyed in [17].

Publication of books and book chapters, reviews and research articles focusing on specific applications using ML and DL in a variety of domains can be witnessed every day across multiple platforms. However, discovering the fundamental
association between various ML and DL techniques is vital to identifying a suitable technique for efficiently solving complex problems. However, to the best of the authors’ knowledge, a direct exhibition of relation connecting various techniques of ML and DL is missing in the literature. Hence, as a starting point, in this tutorial, the authors revisit linear regression, logistic regression, and deep neural networks through simple examples and reveal the connection between them.

The rest of this paper is organized as follows: Section 2 illustrates the concept of machine learning the weights (parameters) of a problem through an example of simple linear regression. Section 3 illustrates the concept of logistic regression through an example and shows the connection between linear regression and logistic regression. Section 4 illustrates the concept of deep neural networks with an example and exposes the fact a deep neural network is composed of multiple logistic regression units connected in series and/or parallel. Section 5 concludes the paper and points out future research directions.

2 Linear Regression
Linear Regression falls under the category of supervised machine learning. It is a very popular method employed for predictive analysis. It is used to find the relationship connecting a dependent variable with one or more independent variables. Interested readers may refer to [18] for more about linear regression techniques.

Example 1: Refer to Table 1 data for a sample regression problem. Find the relation connecting input X with output(s) Y, Y1, and Y2.

<table>
<thead>
<tr>
<th>Table 1. Data for Sample Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Solution: For this example, determining the relation between input and outputs is very trivial and it is given below:

Y = 1 X + 1. It is a simple linear regression

Y1 = 1 X2 + 2. It is a quadratic polynomial linear regression

Example 2: Refer to Table 1. Find the relation connecting input X with output Y using statistics.

Solution - A simple linear regression is of the form

Y = a X + b

where a is the slope and b is Y-intercept of the line. For a simple linear regression, a and b may be calculated using the following formulas, [19] and the calculations are recorded in Table 2.

\[
a = \frac{\sum y \sum x^2 - \sum x \sum xy}{\sum x^2 - (\sum x)^2}
\]

\[
b = \frac{n \sum xy - \sum x \sum y}{n \sum x^2 - (\sum x)^2}
\]

Table 2. Regression Computation Data

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>XY</th>
<th>X^2</th>
<th>Y^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>12</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>20</td>
<td>16</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>30</td>
<td>25</td>
<td>36</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>42</td>
<td>36</td>
<td>49</td>
</tr>
</tbody>
</table>

From this Table 2, \( \sum X = 20, \sum Y=25, \sum XY = 110, \sum X^2 = 90, \sum Y^2 = 135 \) and total number of samples n = 5.

Substituting the values, we get a = 1 and b = 1. Hence, Y = 1 X + 1.

It is very crucial to note that this statistics method may not be practicable in the case of a very large size dataset containing thousands of rows and columns. The alternative option to statistics is to employ machine learning to solve the problems. This concept is illustrated in the next Example 3.

Example 3: Illustrate how the machine learning algorithm finds the relation connecting input X with output Y of Example 2.

Solution: Machine learning uses the concept of gradient descent (or any other type of gradient descent) to find the relationship between two variables. Figure 1 shows a machine learning algorithm for simple linear regression based on gradient descent optimization, [20].
1. Input: \(\{(x, y)\}\), a set of \(N\) pairs of \((x, y)\)
2. Specify the desired model for the relation between \(x\) and \(y\). Ex: \(y = ax + b\) for a simple linear regression model.
3. Initialize \(a\) and \(b\) with random values. \(a\) and \(b\) are generally known as learnable parameters.
4. Calculate Error (Cost) function \(J\), where \(J = y - \hat{y} = y - (ax + b) = y - ax - b\) for a set of \(N\) pairs. Also \(\hat{y}\) is the predicted value and \(y\) is actual value.
   \[ J = \frac{1}{2} \sum_{i=1}^{N} (y_i - ax_i - b)^2 \]
5. Calculate partial derivative of \(J\) with respect to \(a\) and \(b\).
   \[ \frac{\partial J}{\partial a} = \frac{1}{N} 2 \sum_{i=1}^{N} (y_i - ax_i - b) (-x_i) \]
   \[ \frac{\partial J}{\partial b} = \frac{1}{N} 2 \sum_{i=1}^{N} (y_i - ax_i - b) (-1) \]
6. Update the values of \(a\) and \(b\) which were randomly initialized in step 3 above.
   \[ a_{\text{new}} = a_{\text{old}} - \alpha \frac{\partial J}{\partial a} \]
   \[ b_{\text{new}} = b_{\text{old}} - \alpha \frac{\partial J}{\partial b} \]
   Assume the learning rate (is a hyperparameter) \(\alpha \approx 0.01\) or any suitable small value.
7. Repeat (iterate) step 4 to 6 until \(J = 0\) or \(J\) value falls below a threshold value (usually a very small or negligible) normally denoted by \(\epsilon\). Thus, the values of \(a\) and \(b\) are obtained in machine learning.

Fig. 1: Machine learning Algorithm based on gradient descent, [20]

The core idea of the ML algorithm is to feed the data \(\{(x, y)\}\) and specify the model expected to fit the data, which may require some domain knowledge. In this example, the model expected to fit the data is assumed to be of the form \(Y = ax + b\) where \(a\) and \(b\) correspond to the parameters (weights) to be learned. Also, \(a\) is termed as weight and \(b\) is termed as bias in machine learning terminology. In addition, the learnable parameters \(a\) and \(b\) have to be initialized with random values [20]. Then, the algorithm finds the difference (error or cost function) between the actual output and predicted output and iterates multiple times (epochs) to take small steps for minimizing the loss. As a result, it converges to the right value of the learnable parameters \(a\) and \(b\). This process is known as the ‘training phase’ of machine learning, which helps to find the right values of the learnable parameters.

A simple linear regressor with only one independent variable may be sketched as in Figure 2. The summer unit performs the operation \(aX + b\).

Fig. 2: Model of a linear regressor with one independent variable

Fig. 3: Model of a linear regressor with two independent variables

In general, machine learning is all about learning the right values of the parameters/weights/bias. Based on the inputs, outputs, and models specified in the machine learning program, it comes up with appropriate values of learnable parameters. More about parameters and hyperparameters can be found in [21].

3 Logistic Regression
Linear Regression belongs to the category of supervised machine learning. It is a very popular method employed for binary classification tasks. It is used to analyze the relationship linking a dependent binary variable with one or more independent variables. Interested readers may refer to [22] for more about logistic regression techniques. Logistic regression can be interpreted as a linear regression unit followed by a threshold sensing or decision-making unit. The threshold sensing or decision-making unit is generally a nonlinear unit. Activation functions are available to perform the role of non-linearity.
Example 4: Draw the truth table of the ‘OR’ logic gate and ‘AND’ logic gate. Using the truth tables, illustrate logistic regression and sketch the decision boundary in a 2-dimensional space. Solution: Figure 4 and Figure 5 show the truth table of the OR gate and AND gate along with their decision boundary. The input combinations are plotted in a two-dimensional space and it is very trivial to get a decision boundary separating output ‘0’ and ‘1’. The decision boundary line mentioned alongside the figures, separating the two possible outputs, is just one of the many possible solutions.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>OR($x_1, x_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 4: Truth table of OR gate and its Decision Boundary

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>AND($x_1, x_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 5: Truth table of AND gate and its Decision Boundary

Figure 6 shows a model of a logistic regressor with two independent variables. The summer unit performs the operation $a_1x_1 + a_2x_2 + b$. If the output from the summer exceeds a pre-set threshold value, the final output is logical ‘1’, else the final output is logical ‘0’.

The parameters (weights) $a_0$, $a_1$, and $a_2$ need to be learned so as to satisfy the truth table. For example, for an AND gate, given a threshold value of 30, one of the many possible solutions for the values of $a_0$, $a_1$, and $a_2$ are {10, 10, 10}. Similarly for an OR gate, given a threshold value of 10, one of the many possible solutions for the values of $a_0$, $a_1$, and $a_2$ are {10, 0, 0}. A logistic regressor is thus a linear unit (linear regressor) followed by a non-linear unit (threshold or decision unit). Figure 7 depicts this relation. Interested readers can refer to [23], [24], for parameter learning rules (weight updation) in logistic regression problems. Also, standard non-linear activation functions are available and used to implement threshold or decision units, [25].

Fig. 6: Model of a logistic regressor with two independent variables

Fig. 7: Simplified block diagram of a logistic regressor

4 Deep Neural Networks
A deep neural network can be mathematically defined as a cascade of similar algorithmic execution units that work together to recognize underlying relationships in a set of data and is the basic requirement for a deep learning network. It has the ability to learn the relationship or the highly complex patterns that exist within the data. Interested readers may refer to [26] for more about neural networks.
Example 5: Draw the truth table of the ‘XOR’ (Exclusive OR) logic gate. Using the truth table, illustrate its decision boundary

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>XOR($x_1$, $x_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

![Truth Table](image)

Figure 8: Truth table of XOR gate and a decision boundary

Figure 8 shows the truth table of the XOR gate along with one of the many possible cases of decision boundary. The input combinations are plotted in a two-dimensional space and it can be easily observed that it is not possible to get a linear decision boundary separating outputs ‘0’ and ‘1’. Hence, the XOR gate cannot be implemented as a simple logistic regressor with two inputs. Therefore, it is necessary to move to a higher dimensional space to get a boundary separating outputs ‘0’ and ‘1’.

For moving into a higher dimensional space, the operation of the XOR gate can be represented as XOR ($x_1$, $x_2$) = NOR (NOR ($x_1$, $x_2$), AND ($x_1$, $x_2$)) and this can be diagrammatically represented as shown in Figure 9.

That is, XOR ($x_1$, $x_2$) can be expressed as:

$$\text{XOR}(x_1, x_2) = f_2(f_3(x_1, x_2), f_1(x_1, x_2))$$

where $f_1(\cdot)$ is an AND function and $f_2(\cdot)$ is an OR function. Hence, the XOR gate can be implemented as a neural network with a single hidden layer as shown in Figure 10. Figure 10 corresponds to 2 inputs at the input layer, 2 neurons at the hidden layer, and 1 neuron at the output layer.

Each neuron performs the function of a logistic regressor (applying a nonlinearity function over a linear output). Since the XOR gate function is simple, it was theoretically possible to identify the functions $f_1(\cdot)$ and $f_2(\cdot)$ mentioned above and identify the number of layers and number of neurons required at each layer. However, for complex applications, a number of functions $f_1(\cdot)$, $f_2(\cdot)$, ..., $f_n(\cdot)$ of the form $f_1(f_2(f_3(\ldots(f_n(\ldots))))$ may be involved and it is highly complex and difficult to trace it theoretically. For analyzing such complex applications, deep neural networks come to the rescue of the researchers. The various neurons present in the deep neural network will catch these functions in terms of various learnable parameters during the training phase. It is not possible to view these functions mathematically at each of the hidden layers but only end-to-end performance of the network can be studied. Since the number of hidden layers (is a hyperparameter) and the number of neurons in each hidden layer (hyperparameter) cannot be predetermined beforehand for complex
applications, these hyperparameters have to be learned only as a trial-and-error process during the training phase of a neural network architecture.

Figure 11 shows a basic block diagram of a deep neural network with $n$ hidden layers. A deep neural network is just a cascade of logistic regressors. More complex deep neural networks can be constructed by stacking such cascaded networks one over the other. Interested readers can refer [27] to the parameter learning rule (weight update rule) in neural network architectures.

5 Conclusion
In this tutorial paper, linear regression, logistic regression, and deep neural networks are revisited through simple examples, and the relations between them are directly revealed. Logistic regression is a cascade connection of linear regression unit and nonlinearity, while deep neural networks are a cascade connection of multiple logistic regression units. Also, machine learning is all about learning the right values of learnable parameters, given inputs, and outputs along with the desired model for the machine learning algorithm. An interesting future work is to relate other machine learning and deep learning techniques with each other. Another challenging future work includes developing techniques to identify the optimum number of hidden layers and optimum number of neurons required in each layer of a deep neural network specific to a particular task and application.
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