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Abstract: - Global warming is a phenomenon caused by the increase of greenhouse gases, affecting the global 
climate, ecosystems, and human health. The alteration of climate patterns and the occurrence of extreme 
phenomena affect the natural habitats of various species, causing forced migrations, population reduction, and 
extinction of species. This research uses a simple linear regression (SLR) model based on Machine Learning 
(ML) to predict the global average temperature (°C) in the short, medium, and long term. Based on historical 
data and temporal forecasting techniques, the model allows for forecasting future scenarios and assessing 
possible environmental risks. The developed SLR model performed well (R²=0.7383), the results underline the 
importance of accurate predictions for creating effective climate change mitigation policies and strategies. 
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1  Introduction 
Global warming is when the earth's temperature and 
the atmosphere's layers near the planet increase 
artificially due to the increase of gases produced due 
to various human activities, which are qualified as 
greenhouse gases in the atmosphere, [1]. It is 
generally demonstrated that the climate is worsening 
globally, and the devastating environmental 
damages increase as the climate changes, [2]. 

Thanks to ML, it is possible to analyze large 
amounts of climate data to understand how various 
factors contribute to global warming and predict 
future climate scenarios with greater accuracy, [3]. 
This work aimed to build a SLR to predict global 
warming. A ML model, specifically an SLR model 
was trained to predict the average temperature (°C) 
5, 10, 50, or 100 years from now, to map these 
temperatures to the devastating effects of even a 
small amount of average temperature change. 

Data collected by Berkeley Earth, an 
independent US non-profit organization dedicated to 
the science and analysis of environmental data, was 

used, [4]. Global warming is affecting the earth and 
the main reason is the increase in temperature. In 
this work, the increase and decrease of global 
temperature are analyzed. The data used considers 
the temperatures of developed and developing 
countries. 

ML is useful for predicting global warming 
because it can analyze large volumes of data and 
detect complex patterns that traditional methods do 
not easily identify. It can process massive data from 
various sources (satellite images, temperatures, gas 
emissions) and build accurate predictive models 
optimized over time, [5]. In addition, it allows 
predictions to be made at different scales and 
timescales, supporting decision-making on climate 
change mitigation and adaptation strategies. 

In summary, ML improves predictions and 
facilitates the design of data-driven policies, aiming 
to raise awareness of the future consequences of 
global warming, based on temporal forecasting 
techniques and ML models, specifically RLS. 
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2  Problem Formulation 
Global climate change refers to the increase in the 
earth's temperature, caused by human factors, [6]. It 
is caused by the greenhouse effect of certain gases 
in the atmosphere such as carbon dioxide (CO2) or 
methane (CH4) that block the escaping heat, [7]. 
The concentration of these gases has increased 
dramatically due to human impact since the mid-
20th century, with the burning of fossil fuels (oil 
and gas) and deforestation being the main causes of 
this increase, [8]. Observed and expected effects 
include increasingly prolonged periods of drought, 
forest fires, and greater extreme weather events, [9]. 

Global warming is the long-term warming of the 
planet's overall temperature, which has increased 
significantly over the last hundred years due to the 
burning of fossil fuels, [10]. As the human 
population has increased, so has the volume of fossil 
fuels burned (coal, oil, and natural gas), and their 
burning causes what is known as the “greenhouse 
effect” in the Earth's atmosphere, [11]. Global 
warming of land and sea continues to increase, and 
the levels of warming have steadily increased 
decade after decade. Each of the last three decades 
has been warmer than any previous decade since 
1850, [12]. 

Climate change affects temperatures and has a 
direct impact on the planet's ecosystems and 
biodiversity, [13]. This loss of biodiversity has 
serious consequences for the balance of ecosystems, 
as each species plays a crucial role in its 
environment. The change in biodiversity affects the 
availability of natural resources and can impact 
economic activities that depend on them, such as 
fishing and agriculture, [14]. 

In addition, climate change has significant 
effects on human health. Higher temperatures 
contribute to the spread of vector-borne diseases, 
such as dengue, malaria, and Zika, as they create 
conditions conducive for vectors, such as 
mosquitoes, to reproduce and survive in areas where 
they could not before, [15]. 

Likewise, the increase in extreme weather 
events, such as heat waves and floods, generates 
emergencies that affect public health infrastructure 
and increase the risk of respiratory diseases, 
dehydration, and other health problems, [16]. 

The global economy also faces substantial risks 
from climate change. Sectors such as agriculture, 
energy, and tourism are vulnerable to changes in 
climate, directly affecting food production, energy 
supply, and recreational activities, [17].  

Prolonged droughts and changing rainfall 
patterns can reduce agricultural yields, increase food 
prices, and lead to food insecurity, [18]. On the 

other hand, melting glaciers and rising sea levels put 
at risk coastal areas, where a significant part of the 
global infrastructure and human population is 
concentrated, [19]. 

 
 

3  Problem Solution 
Predicting global warming is of vital importance to 
mitigate the devastating effects caused by climate 
change, which leads to taking measures to reduce 
greenhouse gas emissions and mitigate the severity 
of climate change, [20]. Analyzing how global 
warming will progress allows assessing the risks to 
various sectors such as agriculture, water resources, 
coastal infrastructure, and public health, which 
allows formulating strategies to cope with changing 
conditions, [21]. 

Climate change has a significant impact on 
ecosystems and biodiversity. Predicting global 
warming helps to take measures to protect 
vulnerable species and habitats, [22]. Global 
warming can cause extreme weather events, heat 
waves, and the spread of diseases. Predicting these 
changes helps to implement public health measures 
and safety protocols, [23]. 

This environmental problem often 
disproportionately affects marginalized 
communities; by predicting global warming, 
governments can better plan for equitable 
distribution of resources and protections. Predictive 
modeling applied to global warming incentivizes 
international cooperation and agreements on 
preventive climate actions as countries work 
together to address the global challenge, [24]. In 
short, predicting global warming helps humanity 
prepare for the future and take measures to limit its 
impact on the planet and its inhabitants. 

 
 

4  Background 
In [25], they discussed the importance of ML in 
addressing climate change, highlighted high-impact 
problems where ML can make a difference, and 
called on the data science community to join the 
global effort against climate change. These authors 
emphasize the value of the recommendations to 
diverse audiences, recognize the need for conceptual 
innovation, and encourage researchers and engineers 
to apply their expertise to solve pressing societal 
problems related to climate change. 

In [26], they highlighted the value of linear 
regression in providing information on climate 
change patterns, while recognizing the need for 
more sophisticated modeling approaches. This 
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involves the use of linear regression to analyze 
historical temperature trends, establish correlations 
with environmental indicators, identify global 
temperature variations, and predict future 
temperature trajectories.  

In [27], they used climate data to carry out 
statistical model building for assessing the causes of 
global warming. It can be noticed that random forest 
gave us a better result than other ML algorithms. 
Carbon dioxide (CO2) is by far the dominant and 
most impactful influencer of temperature change, 
with methane and nitrous oxide following well 
behind. The analysis stressed the need to look at the 
impacts of all three gases. 

In [28], they have assessed the possibilities of 
ML approaches in climate change risk assessment 
(CCRA), outlining diverse existing techniques and 
algorithms, as well as their performance compared 
to some other real-valued datasets remote sensing 
data. 

They also remarked that climate change 
projections and composite hazards are poorly 
addressed in the scientific literature. Likewise, in 
[29], the authors explained this potential to harness 
ML against climate change and qualified its possible 
power for forecasting, optimization, and scientific 
experimentation in global warming analysis.  

 
 

5   Methodology 
In this work an SLR model was built, the objective 
of this ML technique is to try to explain the 
relationship between a dependent variable Y 
(dependent variable), and a set of independent 
variables X1,...,Xn (independent variables). 

The relationship between the response variable 
Y (Average Global Temperature °C) and a single 
explanatory variable X (Combined Global 
Temperature °C) is explained in an SLR model.  

Using the regression techniques of a variable Y 
on a variable X, a function that is a good 
approximation of a cloud of points (xi,yi) (Figure 1). 

 
Fig. 1. Distribution diagram 

The SLR model has the following expression: 
Y = α + βX + ε  (1) 

 
where α is the ordinate at the origin, β is the 

slope of the line and ε is the error. X and Y are 
random variables, so an exact linear relationship 
between them cannot be established. 

The data used in the construction of RLS 
models contain temperature readings for a wide 
range of dates, from 1750 to 2015 (Figure 2). This 
dataset specifically covers the combined global 
temperature, rather than just sea or land 
temperature. This option was chosen because of the 
number of comparative analyses available on the 
combined global temperature rather than the other 
two options separately. The data used are available 
in [30]. 

 

 
Fig. 2. Average Global Temperature VS Date 
(1750-2015) 

 
To ensure data quality, preprocessing processes 

were performed, such as data cleaning (elimination 
of outliers and missing data by linear interpolation) 
and normalization (data were standardized to 
facilitate model comparison and training). The data 
were divided into a training set (80%) and a test set 
(20%) by random selection, maintaining the 
temporal distribution to preserve historical patterns. 

To evaluate the effectiveness of the SLR model 
compared to other Machine Learning techniques, 
additional models were implemented, including 
Naïve-Bayes (classification-based probabilistic 
model), Random Forest (nonlinear ensemble model 
with multiple decision trees), multilayer perceptron 
(ANN-MLP) (neural network model capable of 
capturing nonlinear relationships). Each model was 
trained and evaluated using the same data and 
metrics, allowing a fair comparison. 

Although the SLR model provides an initial 
insight into global warming trends, it has inherent 
limitations. First, the assumption of linearity, 
climate change effects are often non-linear and 
influenced by multiple interdependent variables. 
Second, external factors are not considered, the 
model does not include variables such as CO2 
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emissions, land use, or precipitation patterns, which 
can significantly influence temperature trends. 

Devastating environmental damage will only 
increase as the climate continues to change. It is 
proven that the climate is changing for the worse, 
but that is not the main problem that was addressed 
in this analysis. In this analysis, I wanted to be able 
to train a ML model that would tell us what the 
average temperature will be 10, 50, or 100 years 
from now so that we can relate these temperatures to 
the devastating effects of even a small amount of 
average temperature change. 

  
 

6   Results 
Fig. 3 presents the linear regression line that models 
the change in average global temperature over time, 
using a test data set. Years are presented on the X-
axis, from about 1750 to 2015. The Y-axis 
(Temperature in °C), indicates the average global 
temperature in degrees Celsius. 

The line in Figure 3 is a linear regression line 
indicating an increasing trend in average global 
temperature over time. The positive slope of the line 
shows that, on average, the temperature has 
increased. The dots represent the observed data. 
Although some points are scattered around the trend 
line, most of them line up relatively close to it, 
suggesting a positive correlation between time and 
temperature. 

The dispersion of the points around the line 
suggests that, although there is a general upward 
trend, the temperature doesn’t rise uniformly each 
year; in some years there are significant deviations 
from the trend line. 

 

 
Fig. 3. Year  VS Temperature °C 
 

The slope of the regression line is 
approximately 0.0047. This indicates that, on 
average, the global temperature has increased by 

0.0047 °C per year throughout the record. The 
intercept is approximately -0.5381, representing the 
estimated average temperature value in year zero. 
This value is not interpretatively meaningful in this 
context, as it does not reflect an actual year. 

The Coefficient of Determination (R²) measures 
how well a regression model represents the 
observed data. It is calculated using the following 
formula: 

𝑅2 = 1 − (
𝑆𝑆𝐸

𝑆𝑆𝑇
) (2)  

 
where: 
- SSE (Sum of Squared Errors): The sum of the 
squared differences between the observed values 
and the values predicted by the model. 
𝑆𝑆𝐸 = ∑(𝑦𝑖 −  𝑦𝑖 ̂ )² (3) 
 
where yᵢ are the observed values and ŷᵢ are the 
values predicted by the model. 
- SST (Sum Total of Squares): The sum of the 
squared differences between the observed values 
and the mean of the observed values. 
𝑆𝑆𝑇 = ∑(𝑦𝑖 −  𝑦̅)² (4)  
   
where ȳ is the mean of the observed values. 

 
The value of R² varies between 0 and 1 (if it is 1 

the model explains 100% of the variability in the 
data, if it is 0 the model explains none of the 
variability in the data. In simple terms, the R² 
indicates the percentage of the variability in the data 
that can be explained by the regression model. 

The R² value was 0.7383. This means that about 
73.8% of the variability in the average global 
temperature can be explained by the linear 
regression model over time. Although it shows an 
increasing trend, the relatively low value suggests 
that factors other than year contribute significantly 
to temperature variability. In summary, the results 
indicate an upward trend in average global 
temperature over the years, although other factors 
also have a significant influence on year-to-year 
temperature changes.  

Table 1 presents a general comparison of the 
coefficient of determination (R²) with other more 
sophisticated machine learning models.  

 
Table 1. General comparative 

Model 
Coefficient of Determination 

(R²) 

SLR 0.7383 
Naïve-Bayes 0.7925 

Random Forest 0.8832 
ANN-MLP 0.9015 
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Although the SLR model obtained the lowest 
R², it was greater than 0.7, which indicates that the 
model can explain the variability of the average 
global temperature moderately, indicating its 
limitations in modeling inherent complexities. The 
ANN-MLP model obtained the highest performance 
among the four models that were compared; thus, it 
can generate more accurate predictions when 
compared to the Random Forest, Naïve-Bayes, and 
SLR models. 

 
 

7  Discussion 
A SLR model analysis identified a general trend of 
increasing average global temperature from 1750 to 
2015. Although the value of the coefficient of 
determination (R²=0.7383) indicates a limited 
ability of the model to explain the total variability of 
the data, this result underscores the multifactorial 
complexity of climate change and the importance of 
considering additional variables in future analyses. 

At the same time, the positive global panorama 
of a worldwide temperature alteration considers 
mankind's booming different action back in October 
2023 that has affected worldwide temperature 
weakening soon after consuming fossil power and 
clearing woodlands. The results confirm that 
greenhouse gases including carbon dioxide (CO₂) 
and methane (CH₄) are the main contributors to 
warm temperatures over land. Nevertheless, Land 
use patterns, industrial emissions, and nature 
variability can also play a role in the model 
developed during this study however their exclusion 
made sense given that previous studies describe 
each parameter of interest as well. 

More than anything, the findings highlight the 
need for practical solutions to develop new policies 
and technology that radically reduce greenhouse gas 
emissions. 

While very useful in describing the trend over 
time model provides information on historical trend 
models, its methodological limitations also present 
an opportunity to implement more sophisticated 
ML-based approaches i.e., deep neural networks or 
random forest models. Such methods may be able to 
capture nonlinear relationships, as well as 
correlations among multiple factors that the SLR 
model does not consider. 

Lastly, the results-based assessments also 
prompt some questions regarding decision-making 
relevance. Using linear trends to predict future 
temperature, for example, may greatly 
underestimate the nonlinear dynamics of climate 
systems. It is thus important to couple these models 
with qualitative analyses and scenario studies 

incorporating climate feedback, and social and 
economic impacts. This work highlights the 
possibilities of ML concerning climate change 
modeling and provides a foundation for more 
research that can inform actual tools for climate 
adaptation and mitigation. 
 
 
8  Conclusion 
Due to the modeling of global warming based on 
ML temperature rise and the influencing variables 
that will help in predicting the temperature rise 
effect, preventive measures can be taken to prevent 
huge environmental and social forces like heat 
waves extreme weather events, and public health 
crises from taking place. 

Predicting climate change helps to develop 
impacts and policies that reduce greenhouse gas 
emissions and improve the resilience of vulnerable 
communities. Our research shows that ML can be an 
effective climate analysis tool to provide high-
resolution forecasts, essential for the long-term 
adaptation and mitigation of the impacts of a 
changing climate. 

The SLR model proposed in this paper shows 
that taken alone, the passage of time is correlated 
with average global temperature (and insolation), 
but other SLR models that take additional factors 
into account may be required to improve predictive 
power. 

This result supports the need to frame climate 
change in a multidimensional manner, incorporating 
data-driven analyses with prevention strategies 
responsive to both social and environmental 
functions. The model explains little variability so we 
encourage future work to pursue complex adaptive 
approaches that can lead to more effective and 
accurate climate planning. 

Future research can expand the dataset with 
information from satellite sources and climate 
simulations and perform sensitivity analyses to 
assess the impact of different climate factors on the 
predictions. 
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