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Abstract: The article investigates the processes of strategic planning of innovative activity of the enterprise as an 
activity to determine the directions of enterprise innovative activity (strategy), which would be consistent with 
the available resource provision, innovative potential of the enterprise and meet the needs of the market and have 
a reasonable use of the mathematical apparatus of Markov chains for its modeling. The article gives examples of 
practical use of Markov chains in the management of innovative projects, forecasting the structure of the existing 
land fund of Ukraine, in the tasks of buying and selling shares, allocation of financial resources between 
executors of investment projects in a closed system, etc. Markov chain is used to model strategic planning of 
innovative activity of the enterprise.  
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1 Introduction 
As you know, business entities are open systems 

that interact with the environment, consuming 
resources and creating products, services and other 
results of their activities. Enterprises operate under 
conditions of competitive environment and 
dynamic change of external environment of 
activity. These circumstances, among other things, 
require careful attention to the issues of planning 
the activity of the enterprise, which create the 
conditions of certainty of its functioning and risk 
reduction. 

In terms of innovative development, planning 
involves a set of measures for the development of 
planned tasks in the innovative process and their 
implementation in the practice of enterprises [1]. 
These tasks are related to the definition of goals 
and the formation of plans of innovative activities, 
which would be consistent with the available 
resources, innovative potential of the enterprise and 
meet the needs of the market. The efficiency and 
utilization of the existing innovative potential of 
the enterprise, the effectiveness of its innovative 
projects, etc., depend on the level and provision of 
planning processes. 

Strategic and operational planning is 
implemented in the practice of enterprise 
innovative management. Strategic planning 

involves determining the direction of innovative 
activity of an enterprise (strategy), and operational 
planning is its logical continuation and a way to 
implement the strategy of innovative activity [2]. 
Strategic planning is implemented in order to 
provide the market with the needs of the course of 
development of innovative activity of the 
organization, to enhance its ability to anticipate 
changes in the external environment and to respond 
to them. Therefore, we propose to focus more on 
strategic innovative planning in further research.  

At the same time, the complexity of production 
and economic activity of enterprises and the need 
for future orientation require modeling of 
phenomena and processes that accompany their 
functioning and prediction of future states. For 
strategic direction, models should be used in the 
enterprise management process that simplify the 
management situation and allow it to be observed. 
Various models (physical, analog, mathematical) 
are used in enterprise’s management practice. 
Those methods of constructing include various 
mathematical tools, to which the Markov chain 
belongs. It can be considered as an approach to 
solving the problem of planning from the 
standpoint of process modeling [3]. 
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2 Problem Formulation 
A Markov chain is a set of elements that are 

identified as its states. The set can move from one 
state to another at specific times (steps). That is, at 
time t, the set (process, system) may be in a certain 
state and go with a certain probability to another 
state over a period of time t + 1. The Markov chain 
is based on the assumption that the state of a 
system in the time period t + 1 depends on its 
previous state (in period t) and does not depend on 
its pre-previous states (in period t-1, t-2). In 
addition, changes in system states occur under the 
influence of random factors. The total number of 
system states is counted and finite [4]. Markov 
chains acquire different traits (homogeneous, 
simple, discrete, etc.) depending on the level of 
spatial states and the nature of the observed 
processes [5, 6].  
Thus, in order to improve the effectiveness of 
strategic planning of innovative activity of the 
enterprise, its modeling should be provided. To 
realize these goals, let us explore the possibility of 
using a Markov chain. 
 

3 Problem Solution 
The use of the Markov chains in the process of 

enterprise management has been implemented in 
the works of such scientists as Skitsko V. I., 
Koshkina K. V.., Ikhsanov Sh. M., Lopushanska V. 
V., Prystavka P. O., Tyvodar O. V., Olekh T. M., 
Lapshyn V. I., Kuznichenko V. M., Aliiev F. M., 
Babenko V. O. etc. [2-3, 7-15]. 

Skitsko V.I. substantiated the use of Markov 
chains to make estimates of the main indicators of 
the credit policy of the company: the volume of 
sales of products and the average amount of 
overdue receivables without taking into account the 
period of its repayment [7]. On the basis of using 
the developed model, enterprises can justify 
management decisions regarding cooperation with 
potential contractors, evaluate alternative 
cooperation options under different conditions. As 
a result, the effectiveness of the credit policy of the 
company increases. 

Kolesnikova К. V. used Markov chains to build 
a unified model of project management and to 
substantiate Koshkina’s K. V. law on the variability 
of design processes that affect the quality of the 
project and the expected results of its 
implementation. The unified Markov model of 
projects recommended by Kolesnikova K.V. 
provides modeling of parameters of a course of 
realization of projects, changes of probability of its 

states. This allows to build a trajectory of project 
implementation, identify the number of steps 
required to achieve the goal of projects [8]. 
Recommendations on the use of the Markov chains 
in project management were also provided by 
Olekh T. M., who investigated the 
multidimensional evaluation process in project 
management [9]. 

Ikhsanov Sh. M., Lopushanska V. V. have used 
Markov chains for forecasting the structure of the 
existing land fund of Ukraine. At the same time, 
the authors investigated the probability of the 
system transition from one state to another and the 
reliability of the forecasts obtained regarding the 
structure of the land fund of Ukraine [10]. 

A model based on Markov chains was 
developed by Prystavka P. O. and Tyvodar O. V. 
The model should be used in the decision making 
of buying and selling stocks. The authors have 
formed a graph of the state of the stock price 
behavior system and the differential equation 
system that describe it. Afterwards, the system of 
equations was simplified by taking into account the 
asymmetry coefficient, which proved the left-
asymmetry of the interval distributions of the 
system's residence time in the states. The simplified 
equation system is decoupled and obtained 
graphical visualization of the results. The 
researchers evaluated the probabilities of states that 
determine the strategy of further actions of stock 
market participants, based on the developed model 
[3].  

Lapshyn V. I., Kuznichenko V. M. considered a 
probabilistic approach to a scarce model of 
allocation of financial resources between 
contractors of investment projects in a closed 
system based on the use of Markov chains and the 
z-transform method [11]. By using the z-transform 
method and the defined analytical form, the 
enterprise's management apparatus can obtain the 
necessary information regarding the distribution of 
the company's budget, as well as sales and 
purchases budgets between partners at each step of 
the Markov chain, etc. 

It is also possible to control the flow of material 
flows, which indicates the versatility and efficiency 
of this method, which is proved by the example of 
agro-industrial enterprises, using the Markov chain 
[12]. 

The Markov chain and the Monte Carlo method 
have been widely used in economic research. 
Ruslan Salakhutdinov and Andriy Mnih 
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recommend using Markov chain Monte Carlo 
methods to train Bayesian PMF models, which is 
applied to the Netflix dataset [16]. This method is 
mostly called Markov chain Monte Carlo (MCMC) 
and is used for approximate inference in Factor-
based models, proposed by Peskun P. H. [21]. 

Going beyond the economics, Markov chains 
have found their application in predicting protein 
subcellular locations, in computational Statistics for 
the sampling from the posterior distribution of a 
Dirichlet process mixture model. The Markov 
chains model was used to develop the bridge 
performance prediction model (as a part of 
comprehensive bridge management system for the 
Indiana Department of Highways (IDOH)), for 
understanding (investigating) memory and structure 
of human navigation on the Web etc. [18-25]. 

Based on the analysis of recent research and 
publications on the problem, we would note the 
widespread using of Markov chains in modeling 
socio-economic phenomena and processes. This 
gives grounds for its application in the study of 
strategic planning of innovative activity of the 
enterprise. 

As you know, strategy is a comprehensive plan 
for the future development of an organization, 
which is determined in strategic planning process. 
Its detailing is ensured by defining planned 
parameters on the basis of which strategic and 
current plans of activity of the enterprise are 
formed [2].  
 The states of processes of strategic planning of 
innovative activity of the enterprise can be 
described in fig. 1.  

 
Fig. 1. The states of strategic planning processes of enterprise innovation activity 

As a rule, strategic planning at the enterprise is 
carried out by the strategic director (strategy 
director, chief of strategic development department, 
etc.), who is appointed by the director of the 
enterprise, which delegates the relevant powers to 
him. They consist in the implementation of 
strategic planning stages, in the process of which 
strategic alternatives are identified, the tools for 

strategy selection are determined and so on. By 
their use at the enterprise the strategy of its activity 
is selected and approved by the (director), on the 
basis of which strategic plans are formed. Those 
strategic plans are developed by the strategic 
director, who controls their implementation and are 
approved by the director of the enterprise. Strategy 
and strategic plans are distributed among the 
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company’s employees through the line managers. 
They manage employees to execute strategic plans 
that they are report on. 

In the above order of processes (Fig. 1), the 
identifiers of the states of the strategic planning 
process of innovative activity of the enterprise are 
the blocks marked through A, B, C, D, E, F, G. 
enterprises. 

We transform the order of strategic planning of 
innovative activity of the enterprise into Markov 
chain (Fig. 2), using state identifiers of strategic 
management of enterprise innovative activity (Fig. 
1). At the same time, we assume the states of the 
process of strategic planning of innovative activity 
of the enterprise (A, B, C, D, E, F, G) for a finite 
set of integers Si {1,2,3,…., 7}, whose elements are 

identified by the identifiers states of strategic 
planning of innovative activity of the enterprise: S1 
= A, S2 = B, S3 = C, S4 = D, S5 = E, S6 = F, S7 = G. 

In the Markov chain of strategic planning for 
enterprise innovation, we will show the 
connections between the elements of the set Si 
{1,2,3,…., 7}, which will be indicated by arrows, 
providing a guiding influence that leads to a system 
update without any external influence. The Markov 
chain graph of strategic planning of innovative 
activity of the enterprise (Fig. 2) indicates the 
transition probabilities of states of strategic 
planning of innovative activity of the enterprise(πi, 
j) according to the described in Fig. 1 connections 
between elements of the set Si {1,2,3, ..., 7}. 

 

 
Fig. 2. Markov chain graph of strategic planning of innovative activity of the enterprise 

Note: π1,1 – the probability of S1 transitioning to a new state; π1,2 – the probability of transition S1 to S2; π1,4 – 
the probability of transition S1 to S4; π1,7 – the probability of transition S1 to S7; π2,2 – the probability of S2 

transitioning to a new state; π2,7 – the probability of transition S2 to S3; π2,7 – probability of transition S2 to S7; 
π3,3 – the probability of S3 transitioning to a new state; π3,4 – probability of transition S3 to S4; π4,4 – the 
probability of S4 transitioning to a new state; π4,5 – probability of transition S4  to S5; π4,7 – probability of 
transition S4 to S7; π5,5 – the probability of S5 transitioning to a new state; π5,6 – probability of transition S5 to S6; 
π6,6 – the probability of S6 transitioning to a new state; π6,5 – probability of transition S6 to S5; π6,7 – probability 
of transition S6 to S7; π7,7 – the probability of S7 transitioning to a new state. 

It is known that the Markov chain reflects the 
process of changing the states of the set Si 
{1,2,3,…., 7} k over a period of time (k) [8]. In this 
case, the probability of states can be denoted as pi 
(k). Then, the sum of the probabilities of the states 
of pi in each of the time periods (k) is equal to one 
[8]: 

∑ 1.   (1) 
The properties of the Markov chain and 

equation (1) and the probability over a period of 
time (k + 1) can be determined as follows: 

1 ∗ π , . (2) 
Herefrom:  
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∑ 1 ∑ ∗ π ,і ,  (3) 
where i = 1,2,… 7 are the rows of the probability 
matrix of the states of strategic planning of 
innovative activity of the enterprise in the 
corresponding period of time and the transition 
probability matrix; 
j = 1,2,…7 – these are the columns of the 
probability matrix of the states of strategic planning 
of innovative activity of the enterprise in the 
corresponding period of time and the matrix of 
transitional probability. 

To use the described equations (1-3), according 
to the formed Markov chain (Fig. 2), we generate a 
matrix of probabilities of transition between the 
states of the strategic planning processes of 
innovative activity of the enterprise (πi, j), the 
number of rows and columns of which is equal to 7 
{i=1,…,7; j=1,…,7}: 

π , =

π ,

0
0
0
0
0
0

π ,
π ,

0
0
0
0
0

0
π ,
				π ,

0
0
0
0

π ,

0
π ,
π ,

0
0
0

0
0
0
π ,
π ,
π ,

0

0
0
0
0
π ,
π , 	

0

π ,
π ,

0
π ,

0
π ,
π ,

. 4) 

The Markov chain transition probability matrix, 
characterizing the strategic planning of innovative 
activity of the enterprise (4) is used to determine 
the transition probabilities between the states of 
strategic planning of innovative activity of the 
enterprise processes (Fig. 1) in the long run. To 
achieve these goals, it is necessary to evaluate the 
elements of the matrix of transient probabilities of 
states (4), for which it is recommended to use the 
method of expert estimation and equality: 

 ∑ π , 1, i={1,2,…,m}. (5) 
Equality (5) indicates that the state of 

probabilities of transition states at each step of 
strategic planning of innovative activity of the 
enterprise is equal to 1 [8]. 
Let us carry out modeling of strategic planning of 
innovative activity of Ltd. TMC «Lvivholod», for 
which we will use the recommended Markov Chain 
Graph (Fig. 2). Using expert judgment methods, we 
will form a matrix of transitional probabilities of 
Markov chain of Ltd. TMC «Lvivholod», between 
the states of strategic planning processes of 
innovative activity of the enterprise. For this 
purpose, we have used the expert group of 
employees of Ltd. TMC «Lvivholod», specialists of 
the National University «Lviv Polytechnic» and 
Сenter for Strategic Research and Analysis 
(www.csda.in.ua). The total number of experts was 
12, what is sufficient for forming a matrix and 

researching. Experts evaluated the transient 
probabilities between states during the 
questionnaire survey, moreover, the generalized 
estimation of the transient probabilities was 
calculated using the geometric mean (calculations 
are given in the appendix). The questionnaire 
avoids the pressure on the experts and ensures the 
accuracy of the assessment, and the geometric 
mean allows us to generalize individual probability 
values (questionnaire results) using the formula: 

π , ∏ π , . 

As a result, we obtain a matrix of transient 
probabilities of Markov chain of Ltd. TMC 
«Lvivholod», which characterizes strategic 
planning of innovative activity: 

π , =

0,2
0
0
0
0
0
0

0,3
0,4
0
0
0
0
0

0
0,4
0,6
0
0
0
0

0,4
0
0,4
0,3
0
0
0

0
0
0
0,3
0,6
0,5
0

0
0
0
0
0,4
0,4
0

0,1
0,2
0
0,4
0
0,1
1

. 

To determine the error of modeling of 
strategic planning of innovative activity of Ltd. 
TMC «Lvivholod», let us do the simulation, using 
Kolesnikova К. V. sequence and the MS Excell 
analysis package. Using the RAND() function (in 
Russian interface), we obtain a uniformly 
distributed random number ( .  = 2 * RAND () -1) 
in the range [-1; 1]. We use it to determine a 
random probability, using the formula [8]: 

π , π , ∗ 3 . ∗ /100  (6) 
where π , - transitional probabilities of the 
strategic planning states of the enterprise, 
determined by the expert way; 
d – relative calculation error accepted for 10% 
(d/100=0,01).  

Using the modeling recommendations given 
in [8], let us execute 10 runs of the simulation 
model (6) to determine the probability of transition 
states between the stages of strategic planning of 
innovative modeling of Ltd. TMC «Lvivholod». 
The results are summarized in Table.1. Numbers of 
run of the simulation model (table 1) determined by 
experts, who were included in the expert group of 
employees of the enterprise and scientists, 
economists, government officials etc. Probabilities 
of transition calculated by formula 6. Additional 
criteria for the quality of the model are variance 
and the relative errors.   

The variance is determined by the formula: 
∑ . , .  (7) 
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For the relative error is accepted the standard deviation of calculations ( ).  
Table 1. Simulation modeling of transition state probabilities between stages of strategic planning of 

innovative modeling of Ltd. TMC «Lvivholod» 
Run 

number 
Probabilities of transition 

,
 

,
 

,
 

,
 

,
 

,
 

,
 

,
 

,
 

.
 

.
 

,
 

,
 

,
 

,
 

,
 

,
 

,
 

1 

0,
60

0 

0,
89

9 

1,
19

9 

0,
30

0 

1,
20

2 

1,
20

2 

0,
60

1 

1,
79

5 

1,
19

9 

0,
90

2 

0,
90

2 

1,
20

2 

1,
19

7 

1,
79

6 

1,
50

4 

1,
20

3 

0,
30

1 

2,
99

8 

2 

0,
60

2 

0,
90

3 

1,
20

4 

0,
30

1 

1,
19

7 

1,
19

7 

0,
59

8 

1,
80

5 

1,
20

3 

0,
90

1 

0,
90

1 

1,
20

1 

1,
20

3 

1,
80

5 

1,
49

9 

1,
19

9 

0,
30

0 

3,
00

0 

3 

0,
59

9 

0,
89

9 

1,
19

8 

0,
30

0 

1,
20

2 

1,
20

2 

0,
60

1 

1,
79

9 

1,
19

6 

0,
90

2 

0,
90

2 

1,
20

3 

1,
19

6 

1,
79

4 

1,
49

9 

1,
19

9 

0,
30

0 

3,
00

3 

4 

0,
60

1 

0,
90

1 

1,
20

1 

0,
30

0 

1,
20

0 

1,
20

0 

0,
60

0 

1,
79

9 

1,
20

1 

0,
90

2 

0,
90

2 

1,
20

2 

1,
19

7 

1,
79

6 

1,
50

5 

1,
20

4 

0,
30

1 

3,
00

2 

5 

0,
59

9

0,
89

8

1,
19

7

0,
29

9

1,
20

2

1,
20

2

0,
60

1

1,
80

3

1,
20

3

0,
89

8

0,
89

8

1,
19

7

1,
19

9

1,
79

9

1,
49

7

1,
19

8

0,
29

9

3,
00

2

6 

0,
60

0

0,
90

1

1,
20

1

0,
30

0

1,
20

0

1,
20

0

0,
60

0

1,
80

1

1,
19

9

0,
89

7

0,
89

7

1,
19

7

1,
20

3

1,
80

5

1,
50

3

1,
20

3

0,
30

1

2,
99

6

7 

0,
60

1

0,
90

2

1,
20

2

0,
30

1

1,
19

9

1,
19

9

0,
60

0

1,
79

8

1,
20

0

0,
89

7

0,
89

7

1,
19

6

1,
20

1

1,
80

1

1,
50

4

1,
20

3

0,
30

1

3,
00

2

8 

0,
60

1

0,
90

2

1,
20

2

0,
30

1

1,
20

2

1,
20

2

0,
60

1

1,
80

3

1,
19

8

0,
90

0

0,
90

0

1,
20

0

1,
19

7

1,
79

5

1,
49

6

1,
19

6

0,
29

9

2,
99

0

9 

0,
60

1

0,
90

1

1,
20

1

0,
30

0

1,
20

0

1,
20

0

0,
60

0

1,
79

9

1,
20

2

0,
89

7

0,
89

7

1,
19

6

1,
20

3

1,
80

5

1,
50

3

1,
20

2

0,
30

1

2,
99

8

10 

0,
59

9

0,
89

8

1,
19

8

0,
29

9

1,
19

8

1,
19

8

0,
59

9

1,
79

8

1,
20

4

0,
90

0

0,
90

0

1,
20

0

1,
20

2

1,
80

2

1,
50

2

1,
20

2

0,
30

0

3,
00

5

π ,  

0,
60

0

0,
90

0

1,
20

0

0,
30

0

1,
20

0

1,
20

0

0,
60

0

1,
80

0

1,
20

1

0,
90

0

0,
90

0

1,
19

9

1,
20

0

1,
80

0

1,
50

1

1,
20

1

0,
30

0

3,
00

0

 

0,
00

00
02

 

0,
10

0 

0,
40

0 

0,
10

0 

0,
40

1 

0,
40

1 

0,
00

0 

1,
60

2 

0,
40

1 

0,
10

0 

0,
10

0 

0,
40

0 

0,
39

9 

1,
59

7 

0,
90

2 

0,
40

1 

0,
10

0 

6,
40

0 

Relative 
errors 0,

01
1 

3,
16

3 

6,
32

7 

3,
16

3 

6,
33

3 

6,
33

3 

0,
01

1 

12
,6

58
 

6,
33

4 

3,
16

2 

3,
16

2 

6,
32

3 

6,
31

4 

12
,6

38
 

9,
49

5 

6,
33

1 

3,
16

3 

25
,2

98
 

 
According to the obtained results, the relative 
error of modeling does not exceed 13% except 
the simulation modeling of the state of 
strategic planning S5 (Fig. 3). 
4. Conclusion 

In order to improve the efficiency of enterprise’s 
management, we have used the Markov chain to 
model strategic planning of innovative activity of 
the enterprise in the article. For this purpose, 
strategic planning of innovative activity of the 
enterprise is presented as a set of interacting state 
identifiers (Fig. 1), on the basis of which was 
formed the Markov chain graph (Fig. 2). This 
allowed us to generate a Markov Transition 
Probability Matrix (4), which can be used to 
estimate the probability of a strategic planning 

process being in each state over a period of time. In 
further studies on the problem it should be carried 
out simulation modeling of strategic planning of 
innovative activity of the enterprise, which 
determines the variability of the probability of its 
states, which indicates the level of its 
implementation in enterprises. 

The advantages of the proposed model are the 
simplicity of calculations associated with the 
modeling of strategic planning processes in the 
enterprise. The obtained results are characterized 
by accessibility for their users from among the 
managers of the enterprise. We have also noted the 
absence of special requirements for information, 
technical and resource support of modeling 
processes at the enterprise. 
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Fig. 3. Relative errors of the simulation modeling of the probability of transition states between the 
stages of strategic planning of innovative modeling of Ltd. TMC «Lvivholod». 

 
At the same time, the model is not without its 

disadvantages, which are a subjective result of 
expert assessments, moreover, it needs for additional 
verification of the results of their analysis, 
determining the consistency of judgments, and so 
on. Obtaining more reliable results is associated 
with an increasing complexity of modeling 
processes and an increasing  the number of runs of 
the simulation model. Other limitations of the model 
are the obligation to use all states of strategic 
planning processes of enterprise innovation activity 
(Fig. 1). 

Proposed model can be extended by combining 
with the processes of modeling tactical planning of 
innovative activities of the enterprise, as well as 
modeling of tactical approaches of the enterprise 
based on the results of strategic planning. 
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