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Abstract: A remote controlled mobile robot utilizing National Instruments LabVIEW software, communicating
over a low-rate serial ISM radio link. The robot is modular in design with system modules connected via serial
interfaces to a system controller. A custom power supply and distribution circuit board provides power to the robot
using sealed lead acid batteries as the source. The mobile robot streams system voltage and current status, JPEG
images, ambient temperature and humidity readings, and GPS location. The project demonstrates the successful
use of LabVIEW to develop a system using communication over lowrate serial radio links.
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1 Introduction
Remote controlled robots are not a new invention,
there are many variations with differing designs.
Many of these designs integrate their systems with
complex text-based programming [1]. The robotic
system in this paper is a LabVIEW based system.
LabVIEW software uses a graphical programming
approach making it easy to understand and learn. The
remote-controlled mobile robot and remote base sta-
tion were integrated with LabVIEW software. The
mobile robot is modular in design and controlled
by the system controller communicating to the robot
modules via serial interface. Primary power source
is 12 Vdc sealed lead acid (SLA) batteries, utilizing a
low rate serial data link over industrial, scientific, and
medical (ISM) radio band. A power distribution as-
sembly provides 5 and 12 Vdc, along with current and
voltage status. The mobile robot streams JPEG im-
ages via serial data link to a base station as visual aid
for the user navigation and control. The mobile robot
also transmits sensor data and results of data acquisi-
tion from internal sensors. The base station transmits
motion command data and receives image and sen-
sor data. A user interface displays the sensor data and
sends commands to the robot. Cost of the project was
a determining factor in selecting components.

2 Purpose
A robotic system is a very complex piece of machin-
ery with numerous solutions for each component on
the robot. We identified five engineering challenges
to make a better robotic system. The following sec-

tions describe these challenges.

2.1 Modular Design
Previous robotic systems relied on specialized equip-
ment. These robots relied on parts that are not eas-
ily replaceable without re-integrating their robot [1].
The robotic system in this paper, utilizes off the shelf
equipment in a modular fashion.

2.2 Extended robot distance by using low

data rate
The challenge of using the low data rate communica-
tion is the transmission of the visual data for the pur-
pose of navigation and transmission of large amount
of data obtained from the data acquisition. For appli-
cations where real time visual information is not the
primary goal, low data rate interfaces can be used to
report results of the data acquisition process. One ex-
ample could be volcanic exploration [2], agricultural
land monitoring where robot can be slowly preposi-
tion to different location by remote control or remote
warehouse security monitoring [3].

2.3 Educational purposes
This system can be used for educational purposes as
universal development platform easily scalable and
adoptable to latest technologies. By utilizing only
serial interfaces, students can develop autonomous
robot sensors using Arduino modules [4].

2.4 Minimal firmware development
An objective of this project is to shift focus from the
proprietary hardware design to modular, off the shelf
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design solution scalable to many different software
platforms easily exchangeable by using existing tech-
nology [5, 6, 8].

2.5 Simplified power supply and

distribution
Other robotic systems utilize multiple voltages (12
Vdc, 9.6 Vdc, 7Vdc, +/-5Vdc) to operate their robots
[1].This is an added complexity that is not necessary
with the wide use sensors, motors, and cameras that
operate on 5 and 12 Vdc.

3 Solution
The project consists of two parts, a remote robot and
local control interface as shown in Figure (1). The
remote and local interface will communicate over
the radio data link consisting of four different radio
transceivers.

Figure 1: Simplified system block diagram.

The robotic system consists of the following sub
systems: system controller, radio data link, power
supply and distribution, motor control, and various
sensors. Figure (2) is a block diagram of the simpli-
fied robotic system.

The local interface system is simple in design and
consists of radio link section and GPS sensor. A per-
sonal computer is used as a system controller that
hosts the user interface software. The simplified local
interface block diagram in Figure (3).

3.1 System Controllers
All subsystems connect toa system controller using
serial USB to RS-232 communication link. The ad-
vantage of this method is the modularity, module in-
dependence, and low cost. By using this method,
modules, and system controller can be software and
operating system (OS) independent. For the purpose
of this project, we choose Windows 10 operating sys-
tem with LabVIEW programming language. Each
module that does not have a built in RS-232 interface

Figure 2: Remote interface block diagram.

Figure 3: Local interface block diagram.

will use an Arduino Nano microcontroller board as
the interface to the module hardware.

3.2 Data Link

Command data used to control robot motion will be
transmitted over the command radio link. The com-
mand radio link will operate in the ISM band at fre-
quency of 915 MHz and low data rate 19.2 kbps. In
addition to command data, the link willrequestlimited
status data such as debug and error information from
the robot.

Internal and external sensor data will be transmit-
ted over the second ISM band radio link operating at
915 MHz and low data rate 19.2 kbps. Data from
the JPEG camera and GridEye thermal sensor will be
transmitted over a radio operating in the ISM band at
frequency of 2.4 GHz at high data rate 115.2 kbps.
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3.3 Power Supply and Distribution

A power distribution assembly PCB will provide
power for the radios, sensors, controller, and mo-
tors. The power to the power supply and distribution
PCB will be from anSLAbattery.The power supply
will convert 12 Vdc to 5 Vdc for the appropriate de-
vices. The power distribution assembly includes cur-
rent sensors, analog to digital (ADC) scaling circuitry
and incoming voltage status provided to an Arduino
Nano. Figure (4) is a block diagram of the power dis-
tribution assembly.

Figure 4: Power distribution block diagram.

3.4 Motor Control

The motor control module consists of two modules
using L298N as a control driver and Arduino Nano
microcontroller as a primary serial interface and mes-
sage decoder.

3.5 Sensors

The following sensors will be utilized in the design to
provide system status, robot awareness, and environ-
mental status.

(1) JPEG UART Camera

(2) Panasonic GridEye Sensor

(3) NEO M8N GPS Module

(4) DH-22 Temp and Humidity

(5) HC-SR04 Ultrasonic Sensors

4 EXTERNAL CONSTRAINTS
The LabVIEW based robotic systems design contains
three external constraint: Federal Communications
Commission (FCC) regulations, export controls, and
environmental hazards. The following paragraphs de-
scribe these external constraints.

FCC regulations were identified as an external
constraint for the radio transmission of the robotic
system. These rules are in place for frequency spec-
trum management and human safety. By using prede-
fined ISM frequencies there was no need for an FCC
license.

Export control issues were identified for the JPEG
camera and GridEye system. These regulations are
in place to protect against the technology leaving the
United States. By ensuring control over this technol-
ogy, the robot will not be in export control violation.

Environmental hazards were identified for the
SLA battery. The SLA battery has an environmen-
tal concern because it contains lead and sulfuric acid.
It is important at the end of the batteries life that it is
disposed of properly.

5 METHODOLOGY

5.1 System Controller

The main system controller on the robot side con-
sists of the ITX Motherboard with the Solid-State
Drive (SSD) runningWindows operating system. The
ITXmotherboard is powered by a micro DC-DC con-
verter supplied by the dedicated 12Vdc output from
the power supply and distribution (PSD) PCB. The
minimum operating voltage for the DC-DC converter
is 10.8Vdc, which is below the minimum usable volt-
age for the SLA battery. The main system controller
communicates with the robot modules using USB se-
rial communication bus. Each module can be set to
specific data rate, which can be configured using sys-
tem configuration software written in LabVIEW as
shown in Figure (5).

5.2 Data Link

The transceiver modules used as data links in this
project areE44-TTL-1W and E39-TTL-100 . The
technical specifications of the radios are listed in Ta-
ble I.

The transceivers operate on 5 Vdc and have a built
in UART interfaces. The transceivers are connected
to a protoboard containing a TTL to RS-232 converter
with power supply terminals as shown in Figure (6).

5.3 Power Supply and Distribution

A design challenge of the robotic system was to
simplify the power supply and distribution (PSD),
while providing current and voltage status. To meet
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Figure 5: System configuration interface.

Figure 6: Radio module.

the challenge of a simplified PSD,we created a cus-
tom printed circuit board (PCB). The following para-
graphs describe the design process of the PSD circuit
board.

The first design decisionwas to determine the volt-
ages to supply and distribute with the PSD PCB.Be-
cause the robotic system uses a 12 Vdc SLA battery
as the source, it was determined to distribute 12 Vdc.
The robotic system is modular in design and uses over
eight USB interfaces. BecauseUSB interfaces oper-
ate on 5 Vdc, we chose to supply 5 Vdc from the PSD
PCB.

The next decision of the PSD PCB was how to
convert 12 Vdc to 5 Vdc. The approach taken for
the power supply was to use a hybrid power sup-
ply method. A hybrid power supply uses a DC-DC
switching regulator in conjunction with a linear reg-
ulator. Using the hybrid power supply method, we
were able to provide a stable 5 Vdc that is efficient
with reduced noise. The DC-DC regulator selected
for our power supply is a muRata OKR-T/10. The
OKR-T/10 met all of our needs small in size, low
temperature, and provides 6 Vdc at 10 A. The linear

regulator for the power supply is a MircroChip low
dropout (LDO) MIC29300 providing 5 Vdc at 3 A.
We chose to use three LDOs on the PSD to reduce
heat, single points of failure, and to spread the load.
Figure (7). is the schematic of the hybrid power sup-
ply with only one of the LDOs.

Figure 7: Hybrid power supply schematic.

To make the PSD unique we added features to
monitor the voltage and current status of the robotic
system. The method we used to monitor the robotic
system currents is done with Allegro ACS723 Hall
Effect current sensors. The ACS723 is an integrated
circuit with a Hall Effect current sensor that provides
a voltage corresponding to the current across the Hall
Effect sensor. We chose to use the ACS723 IC be-
cause of its ease of use, fewer parts than a high side
current sense configuration, and it is galvanically iso-
lated. Figure (8) is a general diagram of the ACS723
depicting the Hall Effect with the voltage out.

Figure 8: Hall effect sensor.
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The ACS723-10AU has the ability to measure cur-
rents up to 10 A, this is over the 5 Awe need for the 12
Vdc circuits and 3 A we need for the 5 Vdc circuits.
Because of this we chose to scale the output of the
ACS723 with an op-amp circuit as seen in Figure (9).,
allowing us to scale the output of the ACS723-10AU
from .5 Vdc to 4.5 Vdc.

Figure 9: Scaling circuit.

Vout = m× V in− b

m = Rf+Rg+R1R2

Rg+R1R2

b = Vref

(
R2

R2+R2

)
(RfRg +R1R2)

(1)

The op-amp outputs are connected to an Arduino
Nano. We chose to use the Arduino Nano as our ADC
because there are eight channels, it is small, modu-
lar, and its USB output is easily integrated in the Lab-
VIEW based robotic system. Figure (10). is the Ar-
duino Nano used in our design.

Figure 10: Arduino Nano.

The custom circuit board was constructed with
special attention to board size, trace widths, heat sink
placement, and isolation of the 12 Vdc distribution to
the 5 Vdc supply. The first decision of the PCB was
to determine the size. Based on the components size
we determined the PCB needed to be 5” x 3”. The
next challenge was to determine the trace widths for
the varying currents on the PSD PCB. Using the built-
in trace width calculator in KiCAD we specified the
trace widths according to the expected max currents.

The final challenge was to ensure the LDOs were on
the outer edge of the PCB to accommodate for heat
sinks. Figure (10) is the finished PSD PCB and Fig-
ure (11). is the fully populated PSB PCB.

Figure 11: PS & D PCB.

Figure 12: Assembled PS & D PCB.

5.4 Mechanical and Motors
The robot frame is built from the aluminum and steel
railing in order to support weight of the battery and
electronics components. The frame dimensions are
480mm length and 310 mm width. Figure (13). is the
mechanical platform side view and Figure (14). the
mechanical platform bottom view. Robot drive con-
sists of two 12V dc motors attached on two 6-inch
wheels and two 2-inch free spinning flywheels. Pri-
mary direction control is achieved by regulating left
and right motor speed in direction of motion. With
this approach, it is possible to achieve motion in any
direction including 360-degree rotation around a cen-
tral point.

To reduce cost, motors used in this project are re-
cycled 12V windshield wiper motors modified to en-
able 360 Degrees of rotation.

5.5 Motor Control
The motor control unit section operates in the asyn-
chronous mode in the following manner: When op-
erator moves joystick, the input from joystick is de-
coded to calculate direction and speed based on the
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Table 1: Measured Speed.

Wheel Radius(m) s/rev Direction Speed (m/s)
0.089 1.624 (R)CW 0.3443
0.089 1.596 (L)CCW 0.3503
0.089 1.616 (L)CW 0.3460
0.089 1.644 (R)CCW 0.3401

Figure 13: Mechanical platform side view.

Figure 14: Mechanical platform bottom view.

joystick arm (x, y) location. Calculated direction
and speed are then converted to string command and
passed out to the CMD/STS radio to be transmitted to
the remote location Figure (15).

Figure 15: Local system motor command path.

This operation is repeated as long as operator con-
trols the joystick. When the robot side receives the
command from the local side, the software sends com-
mand to the motor controller unit (MCU) via serial

bus Figure (16). When motor MCU receives the com-
mand, it generates PWM voltage and drives the motor
in the duration of 50ms and turns motors off without
a valid command. The delay in the motor controller
loop ensures motor continues to operate in the dura-
tion larger than transmission delay since delay exists
between each consecutive moving commands. This
delay can be adjusted to ensure continuous response
and smooth drive.

Figure 16: Remote system motor command path.

The MCU consists of Arduino Nano microcon-
troller board and two dual L298N H-bridge motor
driver boards connected in parallel to increase driv-
ing current. MCU block diagram is shown in Figure
(17).

Figure 17: MCU block diagram.

Each motor driver board is supplied with a sepa-
rate 12V dc line from the PSD PCB in order to moni-
tor current draw for each motor. The assembledMCU
is shown in the Figure (18).

The software for the MCUArduino controller per-
forms two functions. First function is to receive serial
data command using Arduino serial RS-232 port op-
erating at 57.6kbps and to decode command syntax.
Second function is to generate PWM pulse for each
motor driver using Arduino “analogWrite()” software
function. The frequency of the PWM signal is ap-
proximately 490Hz and the duty cycle will depend on
the motor speed parameters in range from 0 to 255.
Figure (19). Is the basic software algorithm for the
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Figure 18: Assembled MCU

motor control

Figure 19: Motor control firmware algorithm

The software will also enable or disable control
pins on the L298N H-bridge motor driver boards
based on the command syntax direction parameters.

5.6 Sensors

5.6.1 Serial Camera
The camera module used in this project is the uCAM-
III serial cameramodulewith built in UART interface.
This camera was chosen for its ability to stream series

of JPEG images at 115.2kbps data rate that can be sent
over the radio link with the same data rate, as shown
in Figure (20).

Figure 20: uCAM-III.

The camera is supplied with the 5Vdc from the
PSD PCB and it is connected to the USB serial bus
via RS-232 TTL to serial converter board. Camera is
set to operate in the JPEG picture mode with 80 x 60
resolution. In order to interface camera with the main
controller software, LabVIEW driver is developed to
utilize all functions necessary for camera operation.

5.6.2 Grid-Eye Thermal Image sensor

The second visual sensor used on the robot side is the
Panasonic Grid-EYE 8x8 Infrared Array Sensor.

Figure 21: Grid-Eye sensor (left) with the Arduino
controller.

This sensor was chosen as a simple low cost ther-
mal imager which can provide option for tempera-
ture detection with 64 pixel of resolution. This sen-
sor is connected to the Arduino via its I2C interface
and it is supplied with 5Vdc from the Arduino board.
The software on the Arduino board interfaces with
the Grid-EYE sensor and it converts thermal image
pixel array data into serial data stream at 57.6kbps
data-rate. Serial data is then passed asynchronously
to the main controller software via USB serial inter-
face. The start of the data is prefixed with the “Grid-
EYE:” word following by the 64 elements of thermal

DESIGN, CONSTRUCTION, MAINTENANCE 
DOI: 10.37394/232022.2022.2.17 Samba Aime Herve

E-ISSN: 2732-9984 121 Volume 2, 2022



data and it is terminated with the “End” word. The
Grid-EYE Arduino controller streams serial data as
soon as it is powered up. For this sensor a LabVIEW
driver was developed to interface with the serial data
stream in the main controller code

5.6.3 GPS Sensor

The robotic system utilizes two GPS sensors one on
the robot and another on the local station. The GPS
sensor allows for latitude and longitude status of the
robot and local station. Figure (22) is the NEO M8N
GPS sensor integrated on the robot.

Figure 22: GPS sensor.

5.7 Robot Software

The robot controller software is written in LabVIEW
programming language deployed as executable pack-
age running Windows operating system. The robot
software consists of eight finite state machines (FSM)
running in parallel and producer consumer loops ex-
ecuting commands from the command status radios.
Each FSM controls one hardware module via serial
bus. Data between FSM is shared using global vari-
ables and data queues.

The software configuration such as data rate,
COM ports and module enable function can be
changed using test system settings user interface
shown in Figure (5). The configuration data is stored
in the xml file and it is read by the robot software upon
startup. Since software operates on the robot side,
there is no user interface associated with the software.

5.8 Control Software

GUI The graphical user interface (GUI) runs on the
control side of the project. It consists of 5 FSMs
running in parallel, User event loop, image data pro-
cessing loop, sensor data loop, PRBS counter and de-
bug loop. Data is shared between the loops by us-
ing global variables and queues. The control GUI has
dedicated system configuration similar to the robot
side. The front panel of the control GUI is shown
in Figure (23). The front panel interface consists of
following functional blocks:

Figure 23: Control GUI.

The JPEG image block (top left) displays image
received from the robot side and thermal image win-
dow next to it displays the thermal image received
from the Grid-EYE sensor. The JPEG camera and
thermal image sensor are positioned next to each other
on the robot side and the received thermal image rep-
resents low-resolution thermal image of the received
JPEG picture.

The power distribution block (top right) represents
all measurements collected by the power board. Each
measurement is placed next to the simplified block
diagram representing robotic vehicle power distribu-
tion. The motion control block with the Scripting en-
gine enables user to command robot motion in desired
direction. User have the option to move robot by use
of hardware joystick or by predefined direction con-
trols. The scripting engine (bottom left in the Figure
(23)) enables user to write simple scripting commands
and tomove robot by executing those commands. The
syntax for the motion commands consists of the five
basic direction command words: forward FW, back-
ward BW, Right R, left L and stop ST. There are two
speed parameters ranging from 0 to 255 for each mo-
tor and one duration parameter in seconds. The speed
parameters are used in similar fashion as described
in the Motor control section and duration parameter
specified the duration of execution time for the cur-
rent script line. The command for the forward motion
with maximum speed in the duration of 5 seconds will
look like example in Figure (24). There is also an op-
tion to load and save script in the text format.

The distance senor chart (middle of the GUI)
displays the distance measurements in centimeters
for each ultrasonic sensor described in the section
above. The BER test block (g) enables user to switch
robot data transmission from JPEG image to Pseudo-
Random Binary Sequence (PRBS) pattern for use in
data transmission debug. When enabled, this func-
tion will send instruction to the robot to start transmit-
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Figure 24: Script example.

ting 2047 samples of PRBS data instead of JPEG data.
User can use this data to estimate quality of the data
link based on the Bit error rate calculated based on
received PRBS data and internally generated PRBS
data. The power indicator graph located on the lower
right corner of the GUI in Figure (23). is the visual in-
dicator of the power consumed by the robotic vehicle.
Another feature of the GUI is the ability to display
both GPS locations of the robot and base station if the
local control computer has available internet connec-
tion.

6 Results
The robotic system we designed is fully functional
and operates within the guidelines we set at the start
of the project. Figure (25) is the final robotic system
and Figure (??) is the location station. The following
sections list all the functional equipment associated
with the robotic system.

Figure 25: Completed robotic system.

6.1 Software

(1) Successfully implemented LabVIEW software on
the local and robot system controllers.

(2) Fully functional user-friendly command and sta-
tus GUI.

(3) GUI provides joystick control and preplanned
script control.

(4) GUI offers the ability to map the robotic system
and local GPS locations (see Fig. 25.)

6.2 Sensors

The following sensors are all fully functional on the
robotic system.

(1) JPEG UART Camera

(2) Panasonic GridEye Sensor

(3) NEO M8N GPS Module

(4) DH-22 Temperature and Humidity

(5) HC-SR04 Ultrasonic Distance Sensors

6.3 PS & D

(1) Provides5 Vdc to the sensors and radios.

(2) Provides 12 Vdc to the Motors and ITX mother-
board.

(3) Fully integrated Arduino Nano on the PCB.

(4) Monitors current from 0 to 5A on the 12Vdc lines
(SLA batteries, motors, and ITX motherboard).

(5) Monitors current from 0 to 3 A on the 5 Vdc lines
(radios, sensors, and USB hub).

(6) Measures the SLA batteries voltage.

(7) 12 Vdc lines can use up to 5 A.

(8) 5 Vdc lines can handle up to 3 A.

(9) LED status of 5 Vdc and 12 Vdc.

6.4 Mechanic and Motor Control

(1) Robot can rotate 360 degrees in a 1 m radius.

(2) Functional PWM motor drive.

(3) Maximum motion speed .3 m/s.

6.5 Conclusion

The purpose of this project was to design and build
a working prototype of the robotic vehicle devel-
oped using LabVIEW programming language and
controlled by the serial communication radio link op-
erating in ISM band and using minimal budget. We
successfully developed a robotic platform that oper-
ates entirely by the LabVIEW programming language
controlling the system, operation, and communica-
tions. We were able to integrate all peripheral mod-
ules using only serial communications. The robot
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motion control and sensor communication link per-
formed correctly at a distance of 450 m. Overcoming
the challenges of transmitting image data JPEG data
format over a low data rate, were the loss of bit results
in the loss of the image we were able to achieve a dis-
tance of 300 m. We also developed a simplified cus-
tom power distribution board with voltage and current
sensors for the system operation monitoring and con-
trol.
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