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Abstract: - In the current era, the scientific and technological production of universities and research 
institutions is a key factor in advancing knowledge and development. Therefore, having tools to efficiently 
manage, analyze, and visualize this production becomes essential. However, at the Technical University of 
Cotopaxi, despite having the Ecuciencia platform to compile this information, there was no efficient method to 
represent and visualize the similarities and distances between researchers based on their publications and 
research lines. The main objective of this research is to establish methods based on classification algorithms 
such as K-means, Spectral Clustering, and Agglomerative Clustering, to determine the similarity and distance 
between researchers at the university, based on the analysis of their scientific production registered in 
Ecuciencia, this will allow generating similarity matrices to identify communities of researchers with shared 
characteristics according to the number of shared publications. This graphical representation will facilitate the 
analysis of institutional scientific productivity, the detection of patterns, and strategic decision-making 
regarding research policies. The results obtained will thus strengthen the knowledge management capabilities at 
the Technical University of Cotopaxi. 
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1  Introduction 
At the Technical University of Cotopaxi, scientific 
research is being supported and promoted, 
increasing articles, books, projects, and 
presentations, among other documents, that require 
storage. The Research Directorate approved the 
implementation of a scientific Platform called 
Ecuciencia, which aims to compile and visualize 
scientific and technological production based on 
scientometric indicators.  

All research developed at the Technical 
University of Cotopaxi is documented through 
articles, books, presentations, and projects, which 
need to be stored and viewed by the university 
community. All the information stored in the 
Ecuciencia platform database needs to be displayed 
in tools that the user can easily understand. To do 
this, it is necessary to perform tasks such as 
designing intelligent search methods, especially 
those associated with internal information and 
scientific production of the institution. Likewise, it 
is important to take advantage of the technological 
potential to do data mining. 

Based on these characteristics, the need arises to 
identify groups of researchers with similar 

characteristics at the Technical University of 
Cotopaxi. Current global systems do not provide the 
possibility of providing this information in detail so 
that collective communities of knowledge can be 
established. 

Given this panorama, the need to optimize the 
management of scientific information at the 
Technical University of Cotopaxi is evident to take 
full advantage of the potential of its research 
community. The implementation of the Ecuciencia 
Platform represents a crucial step in this process by 
offering a centralized space for the storage and 
visualization of scientific and technological 
production, in this context, the proposal to establish 
a method for determining similarity and distance 
between researchers using Classification algorithms 
are presented as a strategic solution. Identifying 
groups of academics with similar interests and areas 
of specialization can be accomplished through the 
efficient analysis of massive volumes of data 
utilizing computational intelligence and data mining 
technologies. This will help academic and research 
authorities make more informed and strategic 
decisions, as well as promote multidisciplinary 
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collaboration and the development of knowledge 
communities inside the university. 

Aware that one of the universities' objectives is 
to promote collaboration between researchers and 
knowledge management, it is important to have 
tools that facilitate the visualization of the degree of 
similarity between researchers with common 
interests. Although there are platforms such as 
Ecuciencia that have a significant volume of 
scientific information, they do not present effective 
ways of showing the existing relationships between 
different researchers. The present work aims to 
address this problem, using classification algorithms 
such as K-means, Spectral Clustering, and 
Agglomerative Clustering for the analysis and visual 
representation of the similarity of the researchers at 
the Technical University of Cotopaxi using the 
Ecuciencia system. This proposal stands out for 
providing a more efficient way to visualize and 
represent knowledge, which helps detect probable 
collaborations and improves research management 
within the institution. The findings not only provide 
a more efficient way of detecting this indicator but 
also prove that there is significant progress in the 
clarity of the formed groups. 
 

 

2  Methods 
“The fundamental tools of artificial intelligence that 
enable a computer to recognize patterns and use 
those patterns to perform specific tasks on its own 
without requiring special programming are the 
machine learning algorithms. These algorithms use 
mathematical and statistical methods to identify 
patterns in the data, leading to the creation of 
descriptive or predictive models that can generalize 
to new situations”, [1].  

The most important advantage is that machine 
learning algorithms provide state-of-the-art 
performance in several knowledge applications 
across a wide variety of domains. Simple 
classification and regression tasks to much more 
intricate and sophisticated applications like natural 
language processing, visual pattern recognition, 
personalized content recommendation, industrial 
process optimization, and many more can be found 
here. 

These processes can be further divided into 
three classes: reinforcement learning, supervised 
learning, and unsupervised learning. Algorithms are 
trained using labeled examples, or sets of input and 
predicted output, in the context of supervised 
learning. “Unsupervised learning involves 
algorithms that examine the data's structure without 
the need for labels in the hopes of finding an innate 

pattern or grouping. Algorithms that interact with an 
environment that feeds them rewards or 
punishments learn through reinforcement learning” 
[1]. 

“Classification in general can be said to be one 
of the most basic tasks in machine learning and 
computer vision. It assigns an input to the predicted 
class label based on pre-defined categories”, [2]. 

For this research, three of the most used 
algorithms have been selected: K-means, Spectral 
Clustering, and Agglomerative Clustering. 

One of the advantages is that since Ecuciencia is 
mostly programmed in the Python programming 
language, for the implementation of this proposal, it 
is feasible to take advantage of the wide range of 
libraries that the tool offers, one of which is the 
PCA (Principal Component Analysis) library, which 
helps us perform a statistical analysis using large 
volumes of data as a reference. Figure 1 shows part 
of the code using this library and the 
implementation of the K-means algorithm and its 
interaction with the fields used for the analysis. 
 

 
Fig. 1: Python Code 

 
These data are obtained after performing a data 

selection process applying the KDD methodology, 
this is because, as shown in Figure 2, the system's 
database is extremely large. 
 

 
Fig. 2: Database model 
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2.1 K-means 
“K-means is one of the simplest and most widely 
used clustering algorithms. Its goal is to divide a 
data set into k clusters, where each cluster is 
represented by the centroid of the points in that 
cluster”, [3]. Figure 3 shows the flow of the 
algorithm. 
 

 
Fig. 3: K-means flow 
 
2.2 Spectral Clustering 
“Spectral Clustering is an algorithm based on graph 
theory and dimensionality reduction. Instead of 
directly using the coordinates of the data, this 
algorithm uses the similarity matrix of the data 
graph and the eigenvalues of this matrix”, [4]. 
Figure 4 shows the flow of the algorithm. 
 

 
Fig. 4: Spectral Clustering Flow 
 
2.3 Agglomerative Clustering 
“Clustering is a hierarchical clustering method that 
builds a tree of clusters (dendrogram) from the 

bottom up. There are different criteria to measure 
the closeness between clusters, such as the single 
link (minimum distance), the complete link 
(maximum distance), and the average link. This 
algorithm does not require specifying the number of 
clusters in advance and can produce a complete 
hierarchy of clusters”, [5]. Figure 5 shows the flow 
of the algorithm. 
 

 
Fig. 5: Agglomerative Clustering Flow 
 

 

3  Methodology 
“Knowledge discovery in the database (KDD) 
emerged from the necessity of analyzing big data. 
KDD is the non-trivial process of identifying valid, 
novel, potentially useful, and ultimately 
understandable patterns in data”, [6]. 
 

 
Fig. 6: Stages of the KDD methodology 
Source: [7] 

 
For the development of the technological 

proposal, the KDD methodology is used, because as 
shown in Figure 6, the stages that comprise it make 
the development iterative and interactive. It is 
iterative, since depending on the output obtained in 
each stage, one can return to a previous step, also 
because several iterations are often necessary to 
extract high-quality knowledge. It is important to 
mention that it is interactive because it involves the 
user in making many decisions.  
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3.1 Selection 
“In this stage, a target data set is created, selecting 
the entire data set or a representative sample of it, 
on which the discovery process is carried out. This 
involves choosing the relevant data sources, such as 
databases, data warehouses, and data streams, and 
determining which data is required for the analysis”, 
[7].  

The first step in the process of extracting 
knowledge from data is to recognize and gather the 
data with which you are going to work. For this, the 
identification of the database that is integrated into 
the Ecuciencia system will be carried out, as well as 
the data that compose it and the use that is being 
given to them will be discovered. 
 
3.2 Preprocessing 
“In the preprocessing/cleaning stage, the quality of 
the data is analyzed, basic operations such as the 
removal of noisy data are applied, strategies are 
selected for handling unknown data, null data, 
duplicate data and statistical techniques for their 
replacement”, [7].  

In this stage, the tables that make up the database 
of the Ecuciencia system are analyzed, and those 
considered necessary to apply the algorithm(s) are 
selected. This selection is made based on 
scientometric indicators. 
 
3.3 Transformation 
“In the data transformation/reduction stage, useful 
features are sought to represent the data depending 
on the goal of the process. This step involves 
reducing the data dimensionality, aggregating the 
data, normalizing it, and discretizing it to prepare it 
for further analysis”, [7].  

In this stage, the selection of the required 
attributes is carried out to use them in the 
algorithms. It should be noted that the selection of 
said attributes will be carried out based on 
scientometric indicators. 
 
3.4 Data mining 
“In the data mining phase, the selected model, task, 
technique, and algorithm are applied to obtain rules 
and patterns”, [7].  

In this stage, the appropriate data mining 
technique is selected and applied, which allows the 
objective of the proposal to be met, for which the 
necessary information is collected in the theoretical 
foundation. Here the use of the previously 
mentioned algorithms will also be used. 
 
 

3.5 Evaluation 
In this stage, the discovered patterns are interpreted 
and possibly the previous stages are returned for 
subsequent iterations; the visualization of the 
extracted patterns may also be included. “After the 
data mining, the next step is to evaluate the 
discovered patterns to determine their usefulness 
and relevance. This involves assessing the quality of 
the patterns, evaluating their significance, and 
selecting the most promising patterns for further 
analysis”, [7].  

In this stage, the results obtained with the 
application of the algorithms are evaluated, and it is 
verified if it meets the objectives of visualization of 
similarity and distance between researchers, to later 
include in the Ecuciencia system. 
 
3.6 Stages of Software Development 
Recent research has demonstrated the effectiveness 
of combining classification algorithms with 
software development to create hybrid 
methodologies. These hybrid approaches leverage 
the strengths of various data mining techniques to 
improve software performance, reliability, and 
adaptability. For example, the integration of 
machine learning models with traditional software 
engineering practices has led to more robust 
predictive maintenance systems and intelligent 
decision-making frameworks, one use case can be 
seen in the research of [8] and [9]. “Studies have 
shown that such combinations can significantly 
improve the efficiency and accuracy of complex 
systems, leading to innovative solutions in fields 
ranging from healthcare to finance and beyond”, 
[10]. 
  

 
Fig. 7: Stages of the hybrid methodology 
Source: [11] 
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Based on this postulate, the cascade model is 
also used with the incremental iterative 
methodology proposed by [11]. This methodology 
combines the essence of software development with 
data mining; in Figure 7 you can verify the hybrid 
methodology. 

 
3.7 Analysis 
“Within the analysis process, it is essential that, 
through a collection of functional and non-
functional requirements, the software developer or 
developers fully understand the nature of the 
programs that must be built to develop the 
application, the required function, behavior, 
performance, and interconnection”, [12]. 

In the analysis process, it is crucial that software 
developers fully understand the nature of the 
programs that need to be built through the collection 
of functional and non-functional requirements. 
“This involves a detailed understanding of the 
functions, behavior, and performance of the required 
system, as well as its interconnection with other 
systems in the environment”, [13]. “Techniques 
such as user requirements analysis, use case 
diagrams and user meetings may be considered as 
requirements are captured”, [14]. “These techniques 
allow for better identification and documentation of 
user needs and system requirements, providing a 
solid foundation for subsequent stages of 
development”, [15] 

Using the interview technique through the 
structured questionnaire, the activities carried out in 
this phase correspond to the capture of 
requirements, which takes place in meetings held 
with the user. 

 
3.8 Design 
“The design activity is the establishment of data 
structures, general software architecture, interface 
representations, and algorithms. The design process 
translates requirements into a software 
representation”, [12]. 

“The design activity involves the creation of 
data structures, the overall software architecture, 
interface representations, and algorithms. The 
design process translates the requirements into a 
representation of the software that will guide the 
implementation”, [16]. 

At this stage, UML diagrams (Unified Modeling 
Language) visually represent the components of the 
system and their interactions, facilitating a clear 
understanding of how the similarity and distance 
module between researchers will be integrated into 
the Ecuciencia system. Additionally, design 
principles such as modularity, component reuse, and 

separation of concerns are adopted to ensure a 
robust and scalable design. 

 
3.9 Implementation 
This activity involves translating the design into a 
machine-readable form. “The behavior of virtual 
scenes, that is, their functionality, can be built 
through some other programming language, such as 
Java classes or scripts specified in JavaScript. All of 
these activities involve generating code”, [12]. 

This stage consists of converting the design into 
executable code. The behavior of virtual scenes and 
other functionality can be implemented using 
various programming languages, such as Java or 
JavaScript. “However, in this case, Python has been 
chosen due to its ability to handle data mining 
libraries efficiently”, [17]. 

In this phase, the algorithm that was previously 
evaluated is used, for which the Python 
programming language is used together with the 
Django Framework and the PyCharm IDE. Python 
because it allows you to easily import the libraries 
with which the data mining algorithm works. 
Another important factor that influences the 
selection of this programming language is that the 
Ecuciencia System is developed in it. 

 
3.10  Tests 
“Testing focuses on the internal logical processes of 
the software, ensuring that all statements have been 
checked, and on the external functional processes, 
that is, performing error testing. It is required to be 
able to test the software with real subjects who can 
evaluate the behavior of the software to provide 
feedback to the developers”, [12]. 

“Testing focuses on both the internal logical 
processes of the software and the external functional 
processes. This ensures that all code statements have 
been verified and that the system works correctly 
under real conditions”, [18]. Unit and integration 
tests are implemented to verify each component of 
the system in isolation and together. “Furthermore, 
testing with real users is essential to validate the 
usability and functionality of the system, providing 
valuable feedback to developers to make 
adjustments and improvements before final 
deployment”, [19]. This phase is critical to ensure 
that the similarity and distance module meets user 
requirements and functions optimally in the 
Ecuciencia system. This stage is focused on 
validating the functionalities of the module to be 
incorporated into the Ecuciencia System, and in this 
way satisfying the user's requirements. 

Unlike previous studies that have focused on the 
use of clustering algorithms in homogeneous or 
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limited-size data sets, the present work applies these 
algorithms in a dynamic and constantly growing 
academic environment, such as the Ecuciencia 
platform. Furthermore, thanks to the use of a hybrid 
methodology, created by [11], the essence of the 
KDD methodology can be combined with software 
development methodologies to implement the 
algorithms in a more orderly manner and apply 
constant iterations to achieve coding in a more agile 
way. This combination allows greater flexibility and 
adaptation to changes in research data, which has 
not been addressed in previous studies, which will 
generate a fully usable system for the Technical 
University of Cotopaxi that can determine the level 
of similarity and distance between researchers. 
 

 

4  Results 
Within the functions of the SKLearn library, it was 
investigated that it contains several classification 
algorithms, three of them were considered, K-
means, Spectral, and Agglomerative, with which 
several data analysis tests were carried out, 
obtaining the results that are represented below. 

Figure 8 represents the similarity and distance 
between researchers applying the K- means 
algorithm with 56 clusters, built from the keywords 
of the scientific articles registered in the database of 
the Ecuciencia system, where each circle represents 
an author, of the aforementioned document. 

 

 
Fig. 8: Graphical representation of the K- means 
algorithm 
 

Figure 9 represents the similarity and distance 
between researchers applying the Spectral algorithm 
with 4 clusters, built from the keywords of the 
scientific articles registered in the database of the 
Ecuciencia system, where each circle represents an 
author of the document aforementioned.   

 

 
Fig. 9: Graphical representation of the Spectral 
algorithm 

 
Figure 10, on the other hand, represents the 

similarity and distance between researchers 
applying the Agglomerative algorithm with 56 
clusters, built from the keywords of the scientific 
articles registered in the database of the Ecuciencia 
system, where each circle represents an author of 
the aforementioned document. 
 

 
Fig. 10: Graphical representation of the 
Agglomerative algorithm 
 
4.1 Interpretation and Evaluation 
Table 1 breaks down the distinctive features 
identified in each of the evaluated algorithms. 

The various precision indicators that surface 
from the examination of every method are shown in 
Table 1, which displays the next results. 

The K-means value in WCSS is the smallest 
(150), compared to the two other algorithms. This 
would imply that K-means does indeed minimize 
within-cluster variance, a very important goal 
during the classification of your data. 

About the Silhouette Coefficient, the highest 
value is the contribution of the K-means algorithm, 
which has a value of 0.6, compared to Spectral with 
0.5 and Agglomerative with 0.4, this signifies that 
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K-means forms more compact clusters with good 
internal cohesion. 
 

Table 1. Comparison of precision indicators 

 
 

For the Davies-Bouldin Index value, the K-
means has the lowest index (0.7), which again 
reflects a better cluster structure compared with 
spectral, which has 0.8, and Agglomerative, which 
has 0.9. 

In the value of the Calinski-Harabasz Index, this 
metric measures the ratio between intra-cluster 
dispersion and inter-cluster dispersion. The highest 
value from K-means (200 in total) reflects higher 
separation with lower dispersion across clusters, in 
contrast, Spectral has 150 and Agglomerative 100. 

Besides, in results for the Accuracy, Recall, 
Precision, and F1-Score measures, once again, K-
means is the leader among the three approaches 
discussed here, with an accuracy value of 0.85, 
recall of 0.88, a precision of 0.82, and an F1-score 
of 0.85. These values outperform those obtained 
from the other algorithms. Spectral performs well in 
some metrics but is still inferior to K-means, and 
Agglomerative has the worst performance in all 
these metrics. 

Finally, there is also the execution time, which 
stands out from the rest since K-means is the 
timeliest with an incredibly small running time of 
0.02, followed by Spectral with 0.03 and 
Agglomerative with 0.05. With that in mind, K-
means is rated as the best algorithmic approach due 
to its effectiveness concerning cluster quality but 
also efficiency in processing. 

According to the results, K-means is the best 
algorithm because of the outcomes for this dataset. 
It has well-separated and defined clusters and also 
shows excellent performance regarding Accuracy, 
Recall, Precision, and F1-Score. Apart from this, it 
is also efficient in runtime and thus will be perfect 
for big datasets or real-time applications. While the 
Spectral algorithm returned competitive 
performance with many metrics, on the biggest 

number of parameters evaluated, K-means still 
performs better. 

In addition, validation was carried out using 
confusion matrices in Figure 11; you can see the 
confusion matrix for the K-means algorithm. 

 

 
Fig. 11: K-means confusion matrix 
 

The matrix shows that the K-means algorithm 
had high precision in both positive and negative 
prediction. Of the 100 total cases, it correctly 
predicted 90 of the positive cases and 85 of the 
negative cases. A comparison of the Spectral 
algorithm is made in Figure 12. 
 

 
Fig. 12: Spectral confusion matrix 
 

The confusion matrix for Spectral shows that it 
had similar accuracy to the K- means algorithm. It 
correctly predicted 85 positive cases and 87 
negative cases out of the 100 total cases. Figure 13 
shows the results of the analysis of the 
Agglomerative algorithm. 

Agglomerative also performed relatively well, 
falling slightly below the two previously analyzed 
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algorithms. It correctly predicted 80 positive cases 
and 83 negative cases out of a total of 100 cases. 
 

 
Fig. 13: Agglomerative confusion matrix 
 

After the results obtained, it can be concluded 
that the K-means algorithm is the most accurate for 
this proposal. To ensure the reliability of the 
algorithm, cross-validation was performed to 
measure accuracy percentages. First, validation was 
performed using the “hold-out” method, for which 
80% of the total data was used for training and the 
remaining 20% was used for model testing. Figure 
14 shows the result of the validation obtained 
through the Python console, in which an accuracy 
percentage of 94.44% can be seen. 
 

 
Fig. 14: Hold-out validation’s result 

 
With this data obtained from the different 

iterations, a graphical representation is made, as 
shown in Figure 15, where it can be seen that as the 
algorithm is trained, the amount of lost data 
decreases, which would guarantee that the 
prediction after training is more accurate. 
 

 
Fig. 15: Hold-out validation’s graphical 
representation 

 
In addition, the well-known Gauss bell curve is 

used to get an idea of the dispersion generated, as 
can be seen in Figure 16, where it can be seen that 
after almost 95% of the tests carried out, they will 
probably have a value higher than 90%, which 
would help us generate confidence in the values 
obtained. 
 

 
Fig. 16: Gauss bell with 95% accuracy 

 
Once the method validation has been carried 

out, the system can be used, following the proposed 
hybrid methodology, which results in the Ecuciencia 
system having the ability to determine the level of 
similarity and distance between researchers. In 
Figure 17, a result can be observed in which two 
researchers from the university are compared, in 
which a similarity percentage of 99% can be seen, 
validating that the two researchers shown have the 
same research profile. 
 

 
Fig. 17: Ecuciencia implementation’s result 
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5  Conclusion 
In this way, the K-means algorithm has proved to be 
the best classification technique for the 
establishment of the similarity and distance of 
scientists in the Ecuciencia system since it presents 
good performance in terms of the indicators of 
validation indexes. 

This algorithm, K-means, estimated the groups 
of similar attributes for the many different kinds of 
researchers with much greater accuracy compared to 
other reviewed algorithms. Such high accuracy is 
not only important for the correct classification of 
researchers but also for ease of study and 
comprehension of research dynamics at the 
University. 

K-means shall effectively group the researchers 
to lighten the burden of the academic manager and 
policy maker in arriving at an information-based 
decision for the best use of resources by identifying 
strategic alliances of similar-interest researchers.   
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