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Abstract: - This paper deals with the implementation of a readily available automatic speech recognition (ASR) 
system in a human-robot interface (HRI), intended for operational uses. Automatic speech recognition is a very 
important process that has occupied artificial intelligence for over 70 years. The aim is to build the prerequisites 
with a basic code for the full integration of a modern advanced automatic speech recognition system into an 
intelligent human-robot interface, designed by the authors, and which is part of a developing robotic system. At 
the beginning of this paper, a brief discussion of the history of ASRs and the techniques used is presented. 
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1  Introduction 
In a previous study, we referenced intelligent virtual 
assistants, [1]. This study defined this continuously 
evolving artificial function as the “brain” of an 
advanced humanoid robot. Reference was made to 
the area of communication between an intelligent 
virtual assistant and its environment, through an 
advanced human-robot interface (HRI). Such an 
interface should include a unit for collecting natural 
language input, a unit for processing received 
sentences, a unit for the semantic representation of 
these sentences [2], and, additionally, a unit for 
generating and reproducing natural language. 

The first of the units above is the focus of this 
paper and, by extension, one of the core components 
of a robotic system being developed by the authors 
that is based on the communicative capabilities of 
the OMAS-III systemic conceptual model [3], and 
experimentally employs a small natural language 
dictionary in Greek. This unit is known as 
Automatic Speech Recognition (ASR), and its main 
function is to convert incoming speech into text. 

Nowadays there are many applications that do 
not require ASR systems, such as chat boxes, which 
are at the forefront of research to expand their 
application to more sectors in our daily life, such as 
examples from the agriculture sector, [4]. However, 
there is a wide range of advanced ASR systems 

available on the market. Countless daily 
applications around the world use those ASR 
systems. Such applications are parking 
entrance/exit, telephonists, home assistants, etc., but 
also social, industrial, and operational robots. The 
authors’ interest is directed towards operational 
robots, where the environment is often quite 
difficult for human presence. One such case is the 
taking of soil, water, or air samples in an open area 
on land or sea, with the only control procedures that 
of a speech-dialogue model. 

The structure of the paper consists of six 
chapters. The first chapter is an introduction. The 
second chapter briefly discusses ASR technology, 
its historical development, how it works, the 
methods it uses, and, finally, the recent research 
interest in its application on operational robots. In 
the third chapter, there is a discussion on this 
system’s development. The fourth chapter details 
the programming and testing code, for integrating 
the ASR unit into our developing system. The fifth 
chapter discusses this developing system and how it 
provides possibilities for expanding its capabilities. 
The final, sixth, chapter presents conclusions and 
suggestions for future research. 
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2 ASR (Auto Speech Recognition) 
Automatic Speech Recognition (ASR) is a 
technology used by the Speech Recognition Unit in 
human-machine dialogue systems. Nowadays, it is 
considered one of the three primary areas of 
artificial intelligence (AI) research that contribute to 
Conversational AI, [5]. Speech recognition 
technology enables the conversion of spoken 
language (i.e., an audio signal) into written text [6], 
which is often used as a command, as in digital 
assistants [7]. ASR started with simple systems that 
responded to a limited range of sounds and have 
evolved into advanced systems that respond 
smoothly to natural language. 
 
2.1 History 
The history of Automatic Speech Recognition 
(ASR) begins approximately 70 years ago, in the 
1950s [8], [9], [10]. Following the important 
moments of ASR history, the first research in voice 
recognition and synthesis emerged in the late 1950s. 
One of the initial major efforts was made by Bell 
Labs, which developed the “Audrey” system, [11], 
in 1952. This system could identify the numbers 
between 1 and 9 when spoken by a single voice. 

Ten years later, IBM introduced the “Shoebox” 
system [12], which could understand and respond to 
16 English words. Through collaborative research, 
by the late 1960s, technology could support words 
containing four vowels and nine consonants. 

In the 1970s, significant steps were taken to 
improve the accuracy and speed of speech 
recognition systems. A notable example is Carnegie 
Mellon University’s “Harpy” [13], which could 
recognize around 1,000 words, roughly equivalent 
to the vocabulary of a three-year-old child. This 
system was developed under “The Speech 
Understanding Research” (SUR) program [14], 
which was run by the US Department of Defense 
and DARPA [15], and was one of the largest of its 
kind in the history of speech recognition. Another 
important advancement in the 1970s was Bell 
Laboratories’ introduction of a system capable of 
interpreting multiple voices. 

In the 1980s, more sophisticated techniques 
were introduced, such as Hidden Markov Models 
(HMMs) [16], which allowed for more precise and 
flexible speech analysis. These techniques remain 
the foundation of many modern speech recognition 
systems. 

In the 1990s, commercial applications of speech 
recognition systems emerged, with companies like 
Dragon Systems, launching products for personal 
computers. These systems began to be used in 

applications such as text transcription and telephone 
services. BellSouth introduced the Voice Portal 
(VAL), an interactive voice recognition (IVR) 
system [17], accessible by dialing in. This system 
laid the groundwork for many other phone tree 
systems still in use today. 

Due to the surge in online data usage, the 2000s 
saw the integration of machine learning and deep 
learning techniques into ASR. For instance, Google 
used massive data sets and powerful computing 
resources to improve ASR accuracy. By 2001, ASR 
technology had achieved around 80% accuracy. For 
much of the decade, there was little advancement 
until Google launched Google Voice Search, [18]. 
As an app, speech recognition became accessible to 
millions of users. It was also significant because 
processing could be offloaded to Google’s data 
centers, reducing the processing load on users’ 
devices. Additionally, Google gathered data from 
billions of searches, aiding in predicting what a user 
was saying. At that time, Google’s English Voice 
Search System included 230 billion words from user 
searches. 

Today, speech recognition and text synthesis 
systems are integrated into many robotic 
applications. Robots like Pepper [19] and NAO [20] 
use these systems to communicate with people in 
natural language. Technologies such as Apple’s Siri 
[21], Amazon’s Alexa [22], and Google Assistant 
[23] have made speech recognition and text-to-
speech generation a crucial part of our daily lives. 
 
2.2 ASR’s Tasks 
An Automatic Speech Recognition (ASR) unit 
typically performs the following tasks [9], [10], 
[24], [25], [26]: 
 It analyzes the incoming audio signal, extracting 

features such as pitch, frequency, and amplitude. 
This provides a representation of the audio 
signal that can be analyzed for further 
processing. 

 It maps the extracted features to phonemes or 
word subunits. Traditionally, Hidden Markov 
Models (HMMs) and Gaussian Mixture Models 
(GMMs) were used for this task. However, more 
recent advancements have utilized Deep Neural 
Networks (DNNs) and Recurrent Neural 
Networks (RNNs), which have improved 
performance significantly. 

 It runs language models, aiming to predict the 
likelihood of word sequences, which helps in 
understanding the structure and patterns of 
language. N-gram models have historically been 
used, but advanced neural network architectures 
are increasingly common now. 
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 It runs under Low Latency for Real-Time 
Response to provide timely, immediate 
transcriptions, which is essential for real-time 
applications. 

 It manages in the best way the Vocabulary and 
Grammar, as the size and diversity of the 
vocabulary and grammar that the ASR system 
uses greatly affect its accuracy in recognizing 
and transcribing words. 

 ASR systems use techniques to adjust to the 
unique vocal characteristics of different 
speakers. 

 Capability in Multilingual Support that is 
provided to it, with training on a variety of 
datasets, representing different linguistic 
characteristics, adapting to the nuances of each 
language. 

 
Among these tasks, there are various challenges 

in ASR’s speech processing that must be addressed 
to avoid impacts on the system’s accuracy and 
overall performance. The main challenges are: 
 Background noise can hinder the ASR’s ability 

to separate speech from ambient sounds, thus 
affecting accuracy. 

 Variations in speech styles and pronunciations 
across speakers (Accents, Dialects, and Speech 
Variability) present challenges in achieving 
uniform accuracy. 

 Not recognizing words or phrases that are not 
included in the training data, which is 
challenging in dynamic settings where new or 
specialized terms may be introduced. 

 The Prosodic Features that means capturing the 
rhythm, intonation, and stress patterns of 
speech, which is complex yet critical for 
understanding the conveyed meaning. 

 In the case of Limited Training Data, the 
training dataset is small and not representative 
of the target user population. Then the system 
may not generalize well to real-world scenarios. 

 The management of real-time data processing 
requirements, while ensuring accurate 
transcription, remains a significant technical 
hurdle. 

 It needs the capability for a smooth transition 
between languages, especially in multilingual 
contexts, being a challenge if the system is not 
specifically designed for multilingual support. 

 
2.3  ASR Methods 
Traditional speech recognition uses a genetic 
approach, simulating the entire process of producing 
sounds to evaluate a speech sample. It starts from a 

language model that includes the most likely 
sequences of words produced, such as an n-gram 
model [27], to a pronunciation model [28] for each 
word in the sequence (e.g., a pronunciation table), to 
an acoustic model that translates these utterances 
into sound waves (e.g., a Gaussian mixture model). 
Then, when it receives some audio input, it finds the 
most likely text sequence that would result from the 
given audio signal, according to the genetic process 
of models. Overall, traditional speech recognition 
attempts to model 
Pr(audio|transcript)*Pr(transcript), 
and take its argmax over possible transcripts [29]. 

With the evolution of neural networks, every 
element of the traditional speech recognition model 
could be replaced by a neural model, with better 
performance and greater generalizability. For 
example, we could replace an n-gram model with a 
neural language model and a pronunciation matrix 
with a neural pronunciation model. However, each 
of these neural models needs to be trained separately 
on different tasks, while errors in any model of the 
process can affect the entire prediction. 

This led to the development of end-to-end ASR 
architectures. These are discrete models that simply 
take audio input and output text, where all 
architecture elements are trained together toward the 
same goal, [30]. The model encoder acts as an 
acoustic model to extract speech features, which can 
be directly fed to a decoder that extracts the text. 
 
2.4 ASR on Operational Robots 
To gain an insight into the current research interest, 
a search was carried out in the SCOPUS database, 
with the proposal “speech recognition operational 
robot”, for the five-year period 2019-2024. The 
search engine returned just eight articles. 
 In the 1st article [31], reference is made to the 

need for understanding the habits of people by 
collaborative robots in the industrial 
environment, for the better functioning of work 
groups. Speech is also included within this 
context. 

 Similarly, the 2nd one [32] deals with 
collaborative robotics. More specifically, the 
article investigates the effectiveness and 
accuracy of voice interfaces, for operating 
robotic features through extremely low latency, 
associated with 5G network links intended for 
Arduino robots. 

 The 3rd one [33] is a survey of technologies, 
enabling the design of a multimodal interactive 
robot for military communication. The author 
aims to identify existing automation capabilities 
in multimodal communication that can enhance 
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the proposed Interactive Robotic System (IRS), 
an AI-integrated robotic platform designed to 
improve the speed and accuracy of military 
operational and tactical decision-making. 

 In the 4th one [34], the author proposes the use 
of efficient lightweight models for speech 
command classifiers, applied to human-
computer interactions in robotic applications. 
This will avoid the current deep learning 
methodology with complex networks that 
require memory and energy. 

 The 5th article [35] refers to the speech 
recognition and machine learning technologies 
that have been applied to the banking industry 
thanks to artificial intelligence, and how in the 
future artificial intelligence-related technologies 
will be applied to even more scenarios. 

 In the 6th paper [36], the author aims to increase 
the intelligence of the humanoid agent Nao, 
using big data by activating multisensory 
perceptions, including auditory and speech-
related stimuli. For this reason, he proposes a 
definition of artificial intelligence that focuses 
on enhancing Nao’s learning and interaction 
capabilities. 

 The research in the 7th paper [37] explores the 
application of embedded agent design 
methodologies, to develop a multimodal human-
computer interface for managing the 
visualization of cyber events. This interface is 
primarily intended to assist security analysts and 
operators in visualizing cyber incidents or 
attacks, particularly when dealing with 
graphical information. Control methods for the 
visualization include visual gestures and voice 
commands. 

 The 8th paper [38] informs us that while voice 
recognition systems provide a method of 
controlling robotic systems useful in law 
enforcement or military settings, users still need 
to learn the available commands and practice 
pronunciation to ensure accurate recognition. 
The results of a small pilot study indicate an 
overall preference for VR systems by users, 
despite their perception of the additional 
complexity and difficulty in learning to use 
them. It also suggests that the desktop mode was 
considered easier to use and users reported 
being more confident in using it. 
 
From the above papers, it is largely clear that 

human-machine interfaces used in robotic 
applications for both operational and industrial 
purposes must be simple to use by humans, with 

high perception by machines, and lightweight in the 
use and consumption of resources. 
 
 
3 System Development 
As mentioned in the Introduction, the authors 
develop a robotic system with an advanced 
intelligent human-robot interface in Greek that is 
based on the communicative capabilities of the 
OMAS-III systemic conceptual model, [3]. Key 
parts of this interface are the functions of an ASR, 
for excellent speech-to-text creation, as well as a 
text-to-speech module, [10]. Both of these functions 
require applications that use advanced speech 
recognition algorithms that can detect and analyze 
voice data with high fidelity, machine learning 
technologies, and deep neural networks to improve 
accuracy, even in noisy environments, or when 
speakers are located in noisy environments and have 
different accents and intonations. Also, speech 
production must be natural and comprehensible, to 
ensure effective communication with users. 
Synthesized speech should sound human, with 
appropriate variations in pitch, rate, and emphasis, 
in Text to Speech (TTS) technology. In addition, the 
speed of response is critical for the success of the 
system, especially when it is used in dynamic 
environments or in applications where immediate 
response is essential. 

All of the above requirements can be provided 
by standardized communication and application 
programming protocols (APIs) that can be easily 
integrated into different robotic systems. More 
specifically, the following will be used: 
 Google Speech Recognition API [39], a service 

that enables voice-to-text conversion, providing 
accurate and fast voice recognition. 

 Google Text-to-Speech API [39], a service for 
converting text to speech. 
Python, a powerful programming language that 

provides a wealth of libraries and tools for the 
development and management of complex systems, 
will be used as a programming environment for the 
integration of the subsystems. Python is known for 
its simple and understandable syntax, which makes 
it ideal for rapid application development, while 
there are many libraries that can be used for various 
functions, such as audio processing, voice 
recognition, text-to-speech, and many more. It has a 
large community of users and developers, offering 
extensive documentation and support. 
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More specifically:  
 Google’s cloud speech and cloud text-to-speech 

libraries, required to communicate with Google 
APIs, will be installed. 

 API keys to access Google services will be 
generated and configured. 

 The Google Speech Recognition API will be 
used, to record and recognize the user’s voice. 

 The Google Text-to-Speech API will be used, to 
convert the recalled texts into speech. 

 A unified system is being developed that will 
integrate both functions, allowing the user to 
communicate with the system through voice. 

 
 
4 Integration Method / Programming 

 and Testing Code   
Aiming at APIs integration into the core code of the 
interface, extra code was developed in a very 
popular programming environment, which is the 
IDE Pycharm (community edition), [40]. The 
Python interpreter used is Pycharm’s default, which 
is the Python 3.10 interpreter. 
 
4.1 Programming Libraries  
The additional packages used are the following:  
 Pydub 0.25.1  
 Speech Recognition 3.10.4  
 gTTS 2.5.1  
 sounddevice 0.4.6  
 numpy 1.26.4  
 difflib 3.10.3.  
 

In addition to the above, the ‘ffmpeg’ package 
[41] should be installed, as well as declared in the 
system’s PATH of the computer.  

An uninterrupted internet connection is also a 
necessary condition for the operation of ASR. 

Additionally, we check for the correct display of 
the following interpreters in Pycharm:  
 PyAudio  
 SpeechRecognition  
 certifi  
 cffi  
 charset-normalizer  
 click  
 colorama  
 gTTS (Google Text To Speech) 
 idna  
 numpy  
 pip  
 pycparser  
 pudub  

 requests  
 setuptools  
 sounddevice  
 typing_extentions  
 urlib3.  
4.2 Basic Code 
Firstly, a base loop is required to run the command: 
“check_mic_device_index()”. This returns the 
“device_index” number for Microphone array. This 
number will be included in the main command of 
the base loop as follows: 
“run_speech_to_text_greek(device_index=1,langua
ge=Language.GREEK)”. 
The command calls the procedure that 
communicates through a microphone. 
The following code is completed with the necessary 
commands and includes: 
 Nine (9) Libraries 

 Two (2) Classes in Language Selection (i.e., 
ENGLISH and GREEK) 

 The Class with Standard Commands 
 The Function Play Sound in Start up 
 The Static methods 
 The Microphone Determine Function 
 The Speech-to-Text Function 
 The Basic Loop 
 
4.3 Testing Code  
It should be noted at this point that the smart HRI 
developed by the authors, among others, has the 
ability to recognize and learn unknown words. As it 
has been documented in a previous work [42], when 
an unknown word enters the system, it then 
undertakes to start a meaningful dialogue with its 
user, until it forms the necessary knowledge and 
integrates the new word into its dictionary. 

The ASR used in this work has an immediate 
response to the Greek language and with absolute 
accuracy in the performance of known Greek words, 
where it was tested. However, a test that is worth 
presenting in this work is the study of the behaviour 
of the ASR on completely unknown words. This test 
is of particular importance for the HRI, because in 
order to be able to learn new words, they must come 
as they sound and not through a “percentage” 
approach. To ensure that this advanced ASR does 
not know the input testing words and to check 
whether it will render them correctly and not 
approximately, an artificial language was used that 
the ASR certainly does not know. The language 
chosen is SostiMatiko, [43]. The choice was not 
made by chance, since this language is based on 
Greek roots, which is the language of HRI, but its 
writing is in Latin characters. The ASR is set to the 
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Greek language so that there is a close relationship 
between the roots of the natural and the artificial 
language. The words chosen were nouns and are the 
following: 
 amero which means ‘day’ 
 antropo which means ‘human’ 
 erewno which means ‘research’ 
 kanono which means ‘rule’ 
 mato which means ‘eye’ 
 onumo which means ‘name’ 
 skoto which means ‘darkness’ 
 zojo which means ‘animal’ 
 wexo which means ‘sound’ 
 taxo which means ‘speed’. 
 
We also chose the test to be done in four different 
environments, which are: 
 voices of varying intensity 
 absolute silence 
 loud music 
 conversations.  
The results are shown in Table 1. 

 
Table 1. Results of ASR Testing in unknown words  

 
 

As it can be seen from the above results, the 
ASR cannot respond well to the “voices of varying 
intensity” environment. The words from the 
environment are mixed with those of the test, 
resulting in a long delay in the response and many 
errors. On the contrary, in the “absolutely quiet” 
environment we have the greatest accuracy. The 
deviations that appear in two words exist due to an 
incorrect letter because the corresponding natural 
language words differ only in this letter, and there 
they sound about the same. It should be noted here 
that the response time is immediate. In the “loud 
music” environment we have corresponding results 
because there are no words to confuse the system. 
Here too, the response time was immediate. In the 
last environment “Conversations” the results are not 

too bad. In the case of conversations, a more stable 
intensity prevails than in the first case; it is enough 
for the speaker to give the word louder so that the 
system can ignore the lower noises. However, there 
is a delay in the response, as the system tries to 
capture more words. 
 

 

5 Discussion 
The code developed in Chapter 4 is the first 
experimental code for testing functionality and 
correctness. It is also under extensive testing to 
configure and incorporate functions for autonomy 
purposes. In the given code, there is only one 
operation cycle at a time and, after an audio signal, 
it waits for a short time until it receives the 
command given. Then it checks this command with 
a set of existing ones and results in the threshold. 
With this code, ASR was evaluated for its response 
to 10 unknown words in an unknown language. The 
results of this experimental code are quite good 
(Table 1). 

The interface that has been developed provides 
the ability for Natural Language Understanding 
since each incoming sound becomes a word and is 
sent for analysis. In the further evolution of the 
code, there will be no commands but words, and 
every incoming sound will be checked every 
moment. This direction of development is consistent 
with the results of the previously mentioned small 
pilot study [38] that indicate an overall preference 
for speech recognition systems by the users, despite 
their perception of the additional complexity and 
difficulty in learning to use them. In this respect, the 
commands given in words of a natural language will 
make the robotic system herein more user-friendly.  
In a previous work [44], algorithms for text-to-
speech generation, speech formation, and transfer 
algorithms for people with disabilities [3] have 
already been developed. The present work 
completes these processes.    
 

 

6  Conclusion 
In this paper, we have presented an attempt to run 
an advanced ASR on an initially experimental code. 
The results obtained are quite satisfactory.  

The code is being developed with the sole 
purpose of freeing a robot from the initially defined 
proposals and making it fully autonomous from the 
controlled hearing function.  

The system should at all times seamlessly 
receive information from its environment. It will 
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then be possible to integrate it into the developing 
robotic system, designed by the authors. 
 

 

Declaration of Generative AI and AI-assisted 

Technologies in the Writing Process 

During the preparation of this work the authors used 
Google Translate services in order to improve the 
readability and language of their manuscript. After 
using this tool/service, the authors reviewed and 
edited the content as needed and take full 
responsibility for the content of the publication. 
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