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Abstract: - One of the research gaps in the medical sciences is the study of orphan diseases or rare diseases, due 
to limited data availability of rare diseases. Our previous study addressed this successfully by developing an 
Artificial Intelligence (AI)-based medical image classification method using a multilayer fuzzy approach 
(MFA), for detecting and classifying image abnormalities for large and very small datasets. A fuzzy system is 
an AI system used to handle imprecise data. There are more than three types of fuzziness in any image data set: 
1) due to a projection of a 3D object on a 2D surface, 2) due to the digitalization of the scan, and 3) conversion 
of the digital image to grayscale, and more. Thus, this was referred to in the previous study as a multilayer 
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fuzzy system, since fuzziness arises from multiple sources. The method used in MFA involves comparing 
normal images containing abnormalities with the same kind of image without abnormalities, yielding a 
similarity measure percentage that, when subtracted from a hundred, reveals the abnormality. However, relying 
on a single standard image in the MFA reduces efficiency, since images vary in contrast, lighting, and patient 
demographics, impacting similarity percentages. To mitigate this, the current study focused on developing a 
more robust medical image classification method than MFA, using a many-to-many relation and a multilayer 
fuzzy approach (MCM) that employs multiple diverse standard images to compare with the abnormal image. 
For each abnormal image, the average similarity was calculated across multiple normal images, addressing 
issues encountered with MFA, and enhancing versatility. In this study, an AI-based method of image analysis 
automation that utilizes fuzzy systems was applied to a cancer data set for the first time. MCM proved to be 
highly efficient in detecting the abnormality in all types of images and sample sizes and surpassed the gold 
standard, the convolutional neural network (CNN), in detecting the abnormality in images from a very small 
data set. Moreover, MCM detects and classifies abnormality without any training, validation, or testing steps 
for large and small data sets. Hence, MCM may be used to address one of the research gaps in medicine, which 
detects, quantifies, and classifies images related to rare diseases with small data sets. This has the potential to 
assist a physician with early detection, diagnosis, monitoring, and treatment planning of several diseases, 
especially rare diseases. 
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1  Introduction 
Medical images like computed tomography (CT) 
scans are used by physicians and researchers to 
understand and diagnose disease, and guide 
treatments. There are many effective currently 
available automated image analysis tools to 
determine the abnormalities in the objects within an 
image, such as a tumor. However, the minimum 
number of images to run these tools is hundreds or 
thousands of images, and some methods require 
already classified data to train the model. Moreover, 
when performing image analysis of rare disease data 
sets, a large number of images may be unavailable. 

In order to find the abnormalities in the objects 
present in images, sophisticated methods are 
available using the AI concept of deep learning, 
such as convolutional neural networks (CNNs). 
However, most of these methods need a bulk 
number of images that are already classified. Even 
the methods that require fewer images still need 
thousands of images. Consequently, these methods 
are not as helpful for analyzing medical images 
from rare diseases and diseases with limited 
available data. Hence, to address this gap, we 
previously developed an Artificial Intelligence (AI) 
based medical image classification method using a 
multilayer fuzzy approach (MFA), [1]. 

Fuzzy logic is a mathematical framework which 
deals with unlikelihood and imprecision. The 
concept of multilayered fuzziness used in MFA, as 
well as in the current study arises from three 
sources. The first source of fuzziness is present in 

the image due to the projection of a three-
dimensional object, which is lungs, on a two-
dimensional surface, which is a CT scan. The 
second source of fuzziness occurs in the image due 
to the digitalization of the image in the form of 
scans. The third source of fuzziness in the image 
occurs due to the conversion of the image to 
grayscale to implement the software used in the 
MFA study.  

A fuzzy set is a set, into which fuzzy logic is 
incorporated. A fuzzy set has an identification (ID) 
and its membership, which is the extent to which an 
element of a set belongs to the set. A fuzzy set takes 
the following form: {ID, membership}. The fuzzy 
set in both the MFA method and the current study is 
{patient’s ID, SSI}. The multilayered fuzziness 
involved in images and in the process of obtaining a 
similarity index will be propagated to the data set 
used in this study, which is {ID/serial number, 
similarity between the normal and abnormal image}. 

The overall approach used in our previous study 
MFA was derived from the cognitive science 
concept of comparing two images, [1]. In MFA, we 
compared an image containing objects with 
abnormalities to a reference image with the same 
objects but without abnormalities [1], calculating 
the structural similarity index (SSI), [2]. That is, a 
part in the first image was compared with the 
corresponding part in the second image. In this way, 
the entire first image was compared with the second 
image to get the SSI. This approach not only 
involved the identification of abnormalities but also 
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quantification and classification based on the 
intensity of the abnormality in the images. This was 
done by subtracting the quantified similarity score 
between a normal and abnormal image from 100. 
This method required minimal training data and 
time. Achieving accurate results with just 22 
images, MFA proves beneficial in medical image 
analysis, particularly with CT scans or images of 
rare diseases, saving physicians’ time. 
  
1.1  Rational for the MCM Study  
In the MFA study, only one standard image was 
used and compared with the abnormal image to find 
the abnormality. The main issue with this was 
biased results in detecting the abnormality in the 
images. For instance, in classifying CT scans for 
lung cancer, a high-contrast initial image can lead to 
misjudgments if later replaced with a lower-contrast 
image. The SSI depends on the standard image, and 
using the MFA method, SSI tended to change 
depending on the contrast, or age of the patient. 
Thus, there was some bias in the abnormality scores 
and hence, there was also bias in finding the 
thresholds. To address this issue, a Robust AI-based 
Medical Image Classification method using the 
Many to Many Relation and a Multilayer Fuzzy 
Approach (MCM) was conceived. A many-to-many 
relation [3] is a relation between two sets in which 
every element of the first set is related to every 
element of the second set. In this method, multiple 
standard, normal images are compared with each 
abnormal image in order to determine the 
abnormality. 

In the current study, the algorithm of MFA was 
changed using a fuzzy many-to-many relation. In 
MCM, the average score obtained by comparing 
multiple normal images separately with one 
abnormal image was used to compute the SSI. The 
images were then classified based on abnormality. 
These classification thresholds can be used for any 
different image data set of the same kind of objects, 
and the normal image will not cause any bias in the 
abnormality scores, since multiple normal images 
were used as a standard. Thus, the MCM robustly 
improved the detection of abnormality and the 
efficiency of classification of the abnormality in 
images. 

In the current study, a robust, AI-based image 
classification method using fuzzy systems was 
applied for the first time to a lung cancer data set. 
CT scans acquired to diagnose lung cancer were 
used to test the MCM method in the application part 
of the current study, with results showing that the 
MCM succeeded in detecting and classifying the 
abnormality in the CT scans more accurately than 

the MFA. The current study MCM makes our 
previous MFA study algorithm more robust and it 
was used to detect, classify, and predict a disease 
using a relatively smaller data set. In addition, 
although the MFA worked better than the current 
gold standard methods, it was slightly subjective to 
the standard image, and in the current study, the 
MCM method removed this bias in the MFA. This 
will be useful for physicians and scientists in finding 
the abnormalities in images. 

Moreover, one of the most important research 
gaps in medical sciences is rare or orphan diseases, 
due to limited data availability, which the MCM 
method addresses, since the minimum size of the 
data set is more than one normal image and one 
abnormal image for each stage. Additionally, in this 
study, it was successfully demonstrated that MCM 
works with a small data set of 19 images for four 
classes, whereas the gold standard, CNN, is not as 
effective with such a small data set. Furthermore, 
MCM works more efficiently than MFA and works 
with data sets that are even smaller than the one 
used in this study. There is evidence, [4], that CNN 
works well for smaller datasets but not for datasets 
as small as 19. 
 

 

2  Problem Formulation 
 

2.1  The Primary Aim 
The primary aim is to modify the previous MFA 
method [1] using the concept of fuzzy many-to-
many relations, find abnormalities in images, and 
classify the images based on the abnormality, so as 
to improve the accuracy of classification and 
prediction of abnormalities in similar images.  
 
2.2  The Secondary Aim 
The secondary aim is to apply the method in the 
primary aim to detect lung cancer and classify the 
medical CT scans based on the severity of the lung 
cancer. In addition, the performance of MCM will 
be checked against the performance of MFA and 
CNN for a small data set of images. 
 

 

3  Problem Solution 
 

3.1  Materials 
 

3.1.1  Image Data Set used to Develop MCM 

As mentioned earlier in the above section, the 
images picked are a cancer type that may or may not 
be rare lung cancer types. The purpose is to apply 
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the MCM method to a data set of few images. Next, 
the current study method was applied to the spread 
of lung cancer in the CT scans. The open-source 
image dataset used in the current study for 
developing the MCM method consisted of CT scans 
taken to detect lung cancer, [5]. The file format of 
the CT scans used in this study is the ‘.dcm’ format, 
which is the Digital imaging and communications in 
medicine (DICOM) format (Figure 1). The data sets 
considered had two random samples of different 
sizes, [5]. In the current study, the selection of data 
size was contingent on the nature of the analysis. 
The first analysis performed was to compare MFA 
and MCM, and for this, a data set of 367 images 
with confirmed lung cancer was analyzed. The 
severity ranged from stage 1 to stage 4. In addition, 
the 42 images for prediction were also randomly 
considered from the same domain but from a 
different image set. Furthermore, all manipulations 
related to images in the entire study were done in 
terms of the .dcm format of DICOM images.               
 

 
Fig. 1: Sample image of DICOM image of lungs 
saved in .dcm format (The script on either side of 
the image was not used in the study) 
 

For the second analysis, MCM was compared 
with CNN to assess the MCM method for its 
effectiveness in evaluating a small data set. One of 
the important characteristics of the current study 
method is that it works with the smallest possible 
data. The data was taken has 19 images. To run 
CNN for training and validation, 13 and 2 images, 
respectively, were devoted, and for testing, 4 images 
were devoted. As MCM does not require training, 
validation, and testing steps, the entire data of 19 
images were devoted to the detection of abnormality 
and classification of the images based on the 
abnormality. Additionally, for prediction, 35 images 
were devoted for both of the methods. The .dcm 
images were used for MCM, and as .dcm images 
were not detected by CNN, the .png format was 
used. 

In the current study, the spread of lung cancer in 
the right lung was studied (Figure 2). The right lung 

was studied separately to avoid noise in the images 
caused by parts of the image other than the lungs. 
This is because the noise will influence the 
structural similarity index (SSI) score, and cause 
biased detection and classification of abnormality in 
the images. However, the spread can also be studied 
simultaneously in both of the lungs. The right lung 
was extracted by cropping the right lung present in 
the CT scan to study the spread of the cancer 
specifically in the right lung. 
 

 
Fig. 2: A sample image of lungs having cancer 
 
3.1.2  Normal Images or Standard Images 

The images in which objects have very little or no 
abnormality are standard images (Figure 3). These 
were the images with which the abnormal images 
were compared to find the similarity percentage in 
the MCM method. An equal number of high-
contrast and low-contrast standard images were 
used, and a total of 60 normal images were 
considered. 

 

 
Fig. 3: Normal image of the right lung 
 
3.1.3  Software Used 
The software programs used were Python 3.7, and 
Anaconda 3, with an editor Spyder 5 to run a CNN 
[6], [7], detect abnormality, compare the images, 
and classify images as per the abnormality. The 
visualization of prediction of the CRAN-R software 
was used. 
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3.2  Methods  
In the current study, when the efficiency of MCM 
and CNN were compared, the data set considered 
was very small. Hence, the time taken to run these 
methods and the memory used to run these methods 
were negligible and were not analyzed further. 
 

3.2.1  The SSI Metric Used in the Current Study 

to Compare the Images 

The mathematical formula [2] used in the current 
study MCM to find the SSI is as follows: 
 
SSI (N, A) = [(2µN µA + c1)⋅(2 σNA + c2)] / [( µ2

N 
+ µ2

A + c1)⋅( σ2
N + σ2

A + c2)], 
 
where N is the normal image, A is the abnormal 
image being compared, SSI(N, A) stands for the SSI 
between images, N and A, µN is the mean of x; µA is 
the mean of A, σN represents the variances of N, σA 
represents the variances of A, and c1 and c2 are the 
weak denominator steadying constants. 

The reason why the SSI is specifically used 
among many such metrics in the MFA and the 
current study, among many available similarity 
measure metrics between two images, is that the SSI 
is a metric for measuring the similarity between two 
images, with a focus on quantifying the similarity in 
structure, luminance, and contrast between the 
reference image and the abnormal image. 
 
3.3  Multilayer Fuzzy Dataset and the Fuzzy 

Operations on This Set used in the 

Current MCM Study  
 
3.3.1  Fuzziness 

In the current study, fuzziness can be defined as the 
unclear nature of an image. The fuzzy set is a set of 
fuzzy objects together with the object’s degree of 
membership. For this study, the fuzzy set is as 
follows: {ID of the object or patient, abnormality in 
percentages}. 
  
3.3.2  Multilayer Fuzzy Notion 

As introduced in our previous study MFA [1], as 
well as in the introductory part of the current study, 
fuzziness arises in an image in numerous ways. One 
mode is when a three-dimensional object is 
projected on a two-dimensional exterior. The second 
mode is through conversion of an image into pixels 
when it is uploaded to a computer, and the third 
possible way is by conversion of the digital image to 
a grayscale image. Another possibility is the change 
of natural colors of the object in the image to digital 
shades.  

3.3.3  Many to Many Relation 

Many-to-many relation [2] is a set theory 
mathematical concept in which the objects of one 
set are related or compared with all of the objects of 
another set with a certain relation among them 
(Figure 4). A similar operation exists even if the sets 
are fuzzy sets, which was used in the current study 
to compare multiple normal images with each 
abnormal image. 
 
3.4  The Stages of Cancer for Classification 

to Develop the MCM Method 
Clinical staging of lung cancer as performed by 
healthcare professionals is slightly different from 
the classification done for the purposes of 
developing the MCM method in the current study. 
In the clinical staging of lung cancer, CT images of 
the liver, bones, and other surrounding organs are 
also taken into consideration to classify the severity 
of the spread of cancer, whereas, in the current 
study, the CT scans consist only of lung images. 
Thus, the classification of disease here is based on 
the spread of cancer as seen on the CT scan with the 
focus on only the lungs. The classification of cancer 
in this study provides a rough estimation of the 
spread or stages of lung cancer to the physician for a 
greater number of images within a short span of 
time. 
 
3.5 The Threshold of Classification of 

Abnormality in Terms of the SSI 
For developing the MCM method, each of the stages 
is taken as the following: 
 
Stage 1 is a mild abnormality as seen in the image, 
Stage 2 is a moderate abnormality, 
Stage 3 is a severe abnormality, and 
Stage 4 is a very severe abnormality. 
 
3.6  The CNN 
A kind of deep learning model known as a CNN, 
[6], [7], is utilized for the processing and analysis of 
visual data. It can be described by multiple layers, 
including convolutional layers, pooling layers, and 
fully connected layers. Filters are applied to input 
data in the convolutional layers, enabling the 
network to autonomously learn hierarchical features. 
Spatial dimensions are reduced through pooling 
layers, and final predictions are made by fully 
connected layers. CNNs have demonstrated success 
in diverse applications, such as computer vision, 
medical image analysis, and natural language 
processing. A comparative analysis was conducted 
between MCM and the gold standard, CNN. It is 
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known that CNN can operate effectively with a 
minimal amount of data, typically ranging from a 
few hundred to a few thousand data points [4].  
 
3.7  Method used in the Current Study MCM 

to Find the Abnormality in Images 
The method used in MCM is similar to the method 
used in the previous MFA study, except that in 
MFA, only one standard image was used to compare 
with the abnormal image, whereas in the current 
MCM method, multiple standard images were used 
to compare them with the image with abnormalities. 
Additionally, all the SSI scores, obtained when 
multiple standard images were compared with one 
abnormal image, were averaged. When subtracted 
from 100, this averaged SSI score in percentage 
form provides quantitative information on the 
abnormality in the image. This process was 
continued for all the remaining images with 
abnormalities allocated for this analysis. According 
to the fuzzy set theory, the method used in MCM 
described is a fuzzy many-to-many relation (Figure 
4). With the introduction of the fuzzy many-to-many 
relation, the MCM proved to be a more robust 
method compared with MFA in reducing the bias 
and improving the reliability of abnormality 
detection. 
 
3.7.1  Methods to Accomplish the Primary Aim 

The primary aim of the current MCM study has two 
parts. The first part is developing a method to find 
abnormalities in images using the concept of fuzzy 
many to many relations, and the second part is to 
classify images based on abnormalities.  
 

 
Fig. 4. The method of comparing images in the 
MCM method using the concept of the fuzzy many-
to-many relation. 
 

Firstly, to quantify the abnormalities in images 
using the fuzzy many-to-many relation, N (say 20) 
normal images and one abnormal image were 

considered, then these N normal images were 
compared with the abnormal image to get N number 
of structural similarity indices (SSI). 

The average of all these SSIs was computed to 
obtain the SSI of the abnormal image. This process 
was continued for all the abnormal images, as 
shown in Figure 4. 

The SSI of N normal images, when compared 
with the first abnormal image, the second, third, and 
so on for N fuzzy sets are as follows: 
 
SSI1 = average of {S11, S12 … S1N}.   
SSI2 = average of {S21, S21 … S2N}.   
SSI3 = average of {S31, S32 … S3N}.   
… 
SSIN = average of {SN1, SN2… SNN}, 
 
where Sij is the SSI between the ith abnormal image 
and with jth normal image. That is, the SSIN is the 
average fuzzy similarity of the Nth abnormal image 
in N normal images, and Sij is the fuzzy similarity 
between the ith abnormal image and the jth normal 
image. The SSI between the given normal images 
and the abnormal images is SSI = {SSI1, SSI2, SSI3 
… SSIN}, where SSIk is the mean of SSIk. Hence, 
the fuzzy set is {Serial number, SSI}, where SSIs 
are the memberships of the fuzzy set. 
 
3.7.2  Thresholds of Classification 

The second part of the primary aim was to find the 
classification thresholds, which were the stages of 
the abnormality and obtained by using the schema in 
Figure 5 and manual software testing strategies, [1], 
until the classification was done correctly. The 
general classification stages looked like the 
following: 
 
If SSIN <= a%, then the abnormality is at stage 1; 
If SSIN >= a% and SSIN <= b%, then the 
abnormality is at stage 2; 
If SSIN >= b% and SSIN <= c%, then the 
abnormality is at stage 3; 
If SSIN >= c% and, then the abnormality is at stage 
4; 
 
where a, b, and c are SSI values and are fuzzy 
thresholds of the classification representing a 
specific SSI to be determined using the schema in 
Figure 5. To determine the values of these 
thresholds, the following method was followed: 
 
Step 1: A folder was created with the data images. 
Step 2: Folders were formed for each stage (These 
folders were initially empty). 
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Step 3: Initially, the a% was assumed to be 25% 
abnormality as seen in the image, the b% was 
assumed to be 50% abnormality, and the c% was 
taken to be 75% abnormality.  
Step 4: The code was run. 
Step 5: The folders were checked for each stage, and 
the spread of the abnormality in the images was 
observed. 
Step 6: If the folder contained images with varying 
degrees of spread of abnormality, the thresholds 
were adjusted accordingly. For instance, if Stage 2 
images were classified within the Stage 1 folder, the 
classification threshold for Stage 1 was modified. 
This process was completed for each folder, 
adjusting the thresholds within the software. 
Step 7: After the thresholds were adjusted, the code 
was run and steps 5 and 6 were repeated until the 
images were classified properly. 

The above steps involve a simple manual 
software testing strategy and a logic on the fuzzy 
set. That is, simple fuzzy logic was used to find the 
classification thresholds of the fuzzy set.  
 
3.7.3  Schema used in MCM 

The schema in Figure 5 shows the process for the 
MCM method, wherein normal images that were of 
a multilayer fuzzy input were compared with 
abnormal images to find the SSI. Subsequently, all 
SSIs were stored, and the identity number of each 
image was added to the SSI to get the fuzzy set. 
After acquiring the fuzzy set, logic, and intelligence 
rules were used to classify the SSI score as per the 
abnormality, and finally the images were classified. 
If the thresholds of classification were not 
classifying some images or if they were classifying 
many images incorrectly, the thresholds were 
modified as mentioned above, and manual software 
testing was used.  
 
3.8  Confusion Matrix or Contingency 

Matrix to Check the Best among 

MCM and CNN 
The format for the confusion matrix, [8], used to 
analyze the accuracy of MCM versus CNN was 
done by the confusion matrix, which is shown in 
Table 1. 

An effective method for summarizing how well a 
classification rule performs is through the use of a 
confusion matrix. A confusion matrix was deemed 
the most appropriate statistical tool over other 
methods since one of the aims of the study was to 
evaluate if MCM could be better than the CNN for 
this very small data set or not. Moreover, the MCM 
and CNN methods were used on a very small 
dataset, which is 19 images only. This matrix 

essentially provides a breakdown of how the 
predicted classes align with the true classes for a 
group of objects that the rule has categorized. This 
mathematical tool will be used in the current study 
to compare the efficacy of MCM and CNN using a 
small data set. 
 

 
Fig. 5: The schema used in the current study  
 

Table 1. Format for the confusion matrix used for 
the prediction of stages of lung cancer using MCM 

and CNN 
                 PCa 1     PC 2     PC 3    PC 4    

ACb 1       TPc 1     FNd 2     FN 3    FN 4                                           
AC 2        FPe 1      TP 2      FN 4     FN 5 
AC 3        FP 2       FP 3       TP 3     FN 6                      
AC 4        FP 4       FP 5       FP 6     TP 4 
a predicted class, bactual class, ctrue positive, dfalse negative, 

and efalse positive 

 
3.8.1  Metrics to Analyze the Confusion Matrix 

for MCM and CNN for a Small Data Set 

The following simple mathematics and statistics 
metrics, [9], [10] were used to analyze the confusion 
matrix to decide which of the methods, either MCM 
from the current study or the gold standard CNN 
method, is effective for small data.  
 
1. Accuracy: accuracy was measured as the overall 
correctness of the model's predictions, calculated as 
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the ratio of correctly predicted instances to the total 
number of instances. 
 
Accuracy = (Number of correct predictions) / (Total 
number of predictions) 
 
2. Precision: precision, alternatively recognized as 
Positive Predictive Value, was measured for the 
accuracy of positive predictions, and was defined as 
the ratio of true positives to the total number of 
positive predictions. 
  
Precision = (True positives) / (True positives + False 
positives) 
 
3. Recall: recall assesses how proficiently the model 
is able to recognize the instances in which the 
attribute being evaluated is present. It can also be 
defined using the following formula: 
 
Recall = number of true positive values / sum of the 
number of true positive values and the number of 
false negative values 
 
4. F1-Score takes both precision and recall into 
account in a balanced way, and is the harmonic 
mean of these two variables. 
 
F1-Score = (2x Precision x Recall) / (Precision + 
Recall) 
 
5. Specificity evaluates how well the model 
recognizes cases in which the characteristic being 
assessed does not occur. It can also be defined using 
the formula given below: 
 
Specificity = number of true negative values / sum 
of the number of true negative values and number of 
false positive values 
 
6. False positive rate evaluates the fraction of cases 
without the characteristic being assessed that are 
inaccurately categorized as having the characteristic. 
 
False positive rate = false positive values / sum of 
the number of false positive values and number of 
true negative values 
 
7. False negative rate: 
False negative rate = number of false negative 
values / sum of number of false negatives and 
number of true positive values 
       
 
 

4   Results  
The application of the main objective discussed in 
section 1 and the methodology presented in section 
3 was applied to the CT scan data set taken to detect 
lung cancer. Specifically, in this study, the right 
lung was arbitrarily chosen to detect lung cancer. 
The right lung was cropped from the CT scan to find 
the abnormality and the spread of the cancer, and to 
classify the cancer in the right lung.  
 
4.1   Results for MCM    
 
4.1.1  Detection and Classification of the Cancer 

and Thresholds of Classification by the 

MCM  

The methodology explained in the previous section, 
which is based on the MFA method [1], was used to 
find the SSI among normal images and abnormal 
images using the fuzzy many-to-many relation 
(Figure 4). This process was continued until all the 
abnormal images were exhausted. Upon obtaining 
all the SSI as described above, the schema of the 
study was used (Figure 5) to detect and classify the 
CT scans. After using the method described in 
section 3, the classification thresholds of fuzzy 
abnormality on the basis of the SSI using the CT 
scans of the right lung were set as follows:  
 
If SSI >= 0.884, this indicates that the spread of the 
cancer is Stage 1, 
If SSI >= 0.80 and SSI <= 0.884, this indicates that 
the spread of the cancer is Stage 2, 
If SSI >= 0.57 and SSI <= 0.80, this indicates that 
the spread of the cancer is Stage 3, and 
If SSI <= 0.57, this indicates that the spread of 
cancer is Stage 4. 
 

Using these fuzzy thresholds and a different 
data set not used for these thresholds, the MCM 
model was next tested by making predictions. 
 
4.1.2  Prediction by MCM  

To make predictions using the MCM method, the 
standard images for prediction were the same as the 
images used when the thresholds of classification 
were set. This is because standard images include a 
variety of different types, and so images with 
varying contrasts, as well as images from different 
age groups were covered. Moreover, the prediction 
data was used with the same classification 
thresholds obtained in section 4.1.1, which were 
obtained by using the data from the study. The 
results for the prediction by MCM are presented in 
Table 2. 
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Table 2. Prediction of identification and 
classification of the abnormality by MCM 

    Stages     Stage1     Stage2     Stage3     Stage4 

 
    MCMc       0(0)      2(100)      15(94)      22 (100) 
 
    MCMw      0(0)      0(0)           1(6)          0 
    Total          0            2              16     22 
c correctly classified, w wrongly classified,  

*Numbers in parentheses are percentages. 

 
Next, as part of the secondary aim, MCM was 

compared with the MFA method. In the following 
section, the required computations related to the 
MFA were performed. 
 
4.2  Results for MFA 
In this section, the calculations needed to compare 
the MCM method with the MFA were performed in 
order to check whether the MCM is more efficient 
than the MFA. The major calculations were as 
follows: detection and classification of cancer using 
a high contrast or dark standard image, but 
prediction with a light or low contrast image 
(MFA_c), and detection and classification of cancer 
using a low contrast or light standard image but 
prediction with a high contrast image (MFA_l). The 
aforementioned two types of detection and 
classification were compared with MCM, to help 
determine how using only a single standard image 
influences the SSI score. 
 
4.2.1 The Thresholds of Detection and 

Classification of the Cancer by MFA_c 

The fuzzy classification and the fuzzy thresholds of 
classification for MFA_c are as follows: 
 
If SSI >= 0.89, then the spread of the cancer is at 
Stage 1, 
If SSI >= 0.83 and SSI <= 0.89, the spread of cancer 
is at Stage 2, 
If SSI >= 0.605 and SSI <= 0.83, the spread of 
cancer is at Stage 3, 
If SSI <= 0.605, the spread of cancer is at Stage 4. 
 
4.2.2  Prediction by MFA_c  

In section 3.3.1, the thresholds of classification of 
abnormalities were obtained by using dark or high 
contrast standard images. Next, predictions were 
made using light or low contrast standard images. 
The predictions were done by using the prediction 
data mentioned in the previous sections which can 
be seen in Table 3. 
 
 

Table 3. Prediction with the MFA_c method. 
Stages    Stage1    Stage2    Stage3    Stage4 

 
MFAc    1(100)     2(67)    9(64)     17(77) 
 
MFAw     0(0)        1(33)    6(36)      5(23)  
Total        1              3          15        22 
c Correctly classified, wWrongly classified 
 
4.2.3 The Thresholds of Detection and 

Classification of the Cancer by MFA_l 

The classification and the fuzzy threshold of 
classification using the MFA method using a low-
contrast image of the right lung as the standard 
image are as follows: 
 
If SSI >= 0.898, the spread of the cancer is at Stage 
1, 
If SSI >= 0.85 and SSI <= 0.898, the spread of the 
cancer is at Stage 2, 
If SSI >= 0.55 and SSI <= 0.85, the spread of the 
cancer is at Stage 3, 
If SSI <= 0.55, the spread of cancer is at Stage 4. 
 
4.2.4  Prediction of MFA_l 

In section 4.2.3, the thresholds of classification of 
abnormalities were obtained by using a low-contrast 
standard image. The prediction was then done using 
a low-contrast standard image, which is given in 
Table 4. 
 

Table 4. Prediction by MFA_l 
Stages         Stage1    Stage2    Stage3    Stage4 
 
MFA_lc      3(100)    3(75)      26(79)     7(100)  
 
MFA_lw     0(0)        1(25)        7(21)      0(0) 
Total            3            4              33            7 
c correctly classified,  wrongly classified 

               
4.3 Results for Comparing the Efficacy of 

Prediction by MCM versus MFA 

(MFA_c, and MFA_l) 
 
4.3.1  Comparing All Stages of MCM, MFA_c, 

and MFA_l 

The stages of MCM, MFA_c, and MFA_l are shown 
in Figure 6 for the correct predictions. The 
classification done by MCM, MFA_c, and MFA_l 
shows a clear difference (Figure 6), and just 
changing the normal image affected the prediction. 
Although the predictions are borderline correct, the 
prediction is influenced by the type of standard 
image used, like whether it is a high-contrast or low-
contrast image. Hence, the aim of this study was to 
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eliminate the subjective nature of the analysis due to 
the use of a single standard image in order to make 
it more robust.  
 

 
Fig. 6: Comparison of the percentages of correctly 
predicted values at each stage of the MCM, MFA_c, 
and MFA_l methods – where S1, S2, S3, and S4 are 
stages of lung cancer 
 
4.3.2 Stage-wise Comparison of Prediction by 

MCM versus MFA_c, and MFA_l 

Figure 7 shows the stage-wise comparison at stage 1 
for MCM, MFA_c, and MFA_l. As shown in Table 
2, the correctly classified percentages acquired 
using each method in each stage are shown. There 
were no images in stage 1 when classified by the 
MCM method. The images were at the border, so 
they may fall under stage 1 or stage 2, as there was 
only a slight difference in the SSI. The MCM was 
more sensitive was able to grasp the minute change, 
and correctly classified these images into stage 2. 
However, the MFA_c and MFA_l methods 
classified them into stage 1. Both are still correct, as 
there is only a slight difference in the SSI. However, 
the maximum amount of correct classification was 
done by MCA. 

Stage 2 images were classified into Stage 1 with 
a slight difference in the SSI when classified by the 
MFA_c and MFA_l, whereas the MCM identified 
the very minor difference that led to the image being 
classified as Stage 2 (Figure 7). As shown in Figure 
7, a greater number of images were correctly 
classified as stage 2 by the MCM method compared 
with the MFA_c and MFA_l. The MCM classifies 
100% of the images correctly (Table 1), whereas the 
images correctly classified by MFA and MFA_l 
were only 67% and 75%, respectively (Table 2 & 
Table 3). 

At stage 3, 94% of images were classified 
correctly by the MCM method. Table 1, Table 2 and 
Table 3 and Figure 7 show that 30% more images 
were incorrectly classified by MFA than by the 
MCM method. Additionally, 16% more images 
were incorrectly classified by the MFA_l than the 
MCM. Importantly, the MCM did not classify any 
images incorrectly. 

At stage 4, the MFA method misclassified 5 
more images than the MCM, whereas the MFA_l 
misclassified 7 more images in this category than 
the MCM (Table 2, Table 3 and Table 4). These 
results also demonstrate that the misclassification 
rate using the MCM method is lower than that of the 
MFA_c and MFA_l methods (Figure 7). In addition, 
Figure 6 shows how a change in the standard image 
affects the misclassification between the MFA and 
MFA_l methods, and demonstrates that the MCM 
method is more robust than the MFA method. 

 

 
Fig. 7: Stage wise comparison of MCM, MFA_c, 
and MFA_l 
 
4.4 Predictions using MCM when 

Classification Thresholds are Obtained 

with a Small Data Set 
 
4.4.1  Classification of Images using MCM for a 

Small Data Set 

For this section, a small data set was used for the 
classification. The thresholds obtained after finding 
SSI scores were as follows:  
 
If SSI > 0.78, the spread of the lung cancer is at 
Stage 1; 
If SSI > 0.70 and SSI ≤ 0.78, the spread of the lung 
cancer is at Stage 2; 
If SSI > 0.49 and SSI ≤ 0.70, the spread of the lung 
cancer is at Stage 3; and 
If SSI < 0.49, the spread of the lung cancer is at 
Stage 4. 
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4.4.2  Predictions for MCM using Small Data 

For MCM, these thresholds from the previous 
section were used to predict the images and classify 
these images based on the abnormality. In addition, 
the confusion matrix with a graph was constructed 
(Table 5, and Figure 9). The pictorial representation 
of the above confusion matrix on a continuous scale 
is shown in the below graph (Figure 9). 

 
Table 5. Confusion matrix for predictions by MCM 

for a small data set 
 Predicted 

class 
            True stage 

 Stage1     Stage2    Stage3    Stage4 
Stage1 
Stage2 
Stage3 
Stage4 

1               0             0              0     
0               2             0              0 
0               0             3              0 
0               0             1              21 

 

 
Fig. 8: Pictorial representation of a confusion matrix 
for MCM for a small data set 
 
4.5  The Classification of Images using CNN 

for a Small Data Set 
 

4.5.1  The Epochs while CNN was Running for 

the Small Dataset 

The CNN was run for the above-mentioned small 
data set, followed by manual classification of the 
images, and the images were then fed into the CNN. 
A few results were obtained to show how the CNN 
overfitted the model for the small dataset in Table 5. 
Accuracies for training validation showed 
insufficiency of data. 
 

Table 6. Sample epochs for a CNN 
Epoch       Training      Validation     Validation  

number     accuracy      accuracy        loss   

1                  33.3%               0.0%           1.450 
2                100.0%             33.3%           1.401 
3                  33.3%               0.0%           1.399 
4                  33.3%               0.0%           1.396 
 

4.5.2  The Predictions for the CNN 

The CNN constructed for the above data was used 
to predict the accuracy and the confusion matrix for 
the prediction, as shown in Table 7. To analyze the 
predictions using the CNN, a confusion matrix and 
its graph were constructed (Table 6 and Figure 8).  
 

Table 7. Confusion matrix for the predictions by 
CNN for a small data set 

 

Predicted 

Class 

            True stage 

 Stage1     Stage2    Stage3    Stage4 

Stage1 
Stage2 
Stage3 
Stage4 

4               1             0              6     
8               1             0              1 
0               3             1              3 
1               1             4              5 

 

 
Fig. 9: Pictorial representation of the confusion 
matrix for CNN for a small data set 
 
4.6  Results for the Detailed Examination of 

MCM versus CNN for a Small Data Set 

using Metrics Calculated on the 

Confusion Matrix 
An advantage of MCM is working efficiently with 
both large and small data sets. It was already 
established that MCM was robust when compared 
with MFA in terms of accurately classifying images. 
In this section, the efficiency of MCM versus the 
gold standard, CNN, was determined using the 
following tools discussed in the previous section, as 
shown in Table 8 and Table 9. 

The accuracy of the CNN model in classifying 
different stages was approximately 48.78%, 
signifying that around 48.78% of the predictions 
were correct. Nevertheless, the average accuracy for 
all stages using MCM was 98.9%. That is, for small 
data sets MCM is 50.1% more accurate than CNN 
(Figure 7, Figure 8). Moreover, the highest precision 
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that the CNN resulted in was for stage 4, which was 
33.33%, whereas for MCM the precision was 95.45. 
For recall, MCM also had better scores. The recall 
values were high for all stages, indicating that the 
MCM model effectively identifies most of the 
positive cases. 

The F1 scores for all stages were generally high, 
suggesting that the MCM model provides a 
balanced performance between precision and recall 
(Table 8 and Table 9). The MCM model had a 
specificity of 100% for all stages of MCM, meaning 
it correctly identifies negatives all the time, whereas 
the CNN had the highest value only for stage 1, and 
it was only 60%. This rate represents the frequency 
at which the model incorrectly predicts a positive 
case when it is, in fact, negative. For MCM the false 
positive rate was 0% for all stages but for CNN, 
only stage 3 had a minimum false positive rate, 
which was 7%. The false negative rate represents 
the rate at which the model incorrectly predicts a 
negative case when it is actually positive. Even in 
this regard, the MCM was superior. 

 
Table 8. Various metrics were calculated using the 

confusion matrix for MCM 
Metric                Stage1    Stage2    Stage3   Stage4 

Accuracy               1           1             1            0.9545 
Precision                1           1            1            0.9545 
Recall                     1           1            1            0.9545   
F1-Score                1            1            1           0.9545 
Specificity              1           1            1            1.0000  
False positive rate  1           1            1            0.0000 
False negative rate 1           1            1            0.0455 
 

Table 9. Various metrics are calculated using the 
confusion matrix for CNN stage-wise 

Metric                  Stage1   Stage2   Stage3   Stage4 

Accuracy               0.6250   0.5000   0.5714   0.4762 
Precision                0.2857   0.1667  0.2000   0.3333 
Recall                    0.6667   0.0833   0.2000   0.3333   
F1-Score                0.4000   0.1111  0.2000    0.3333 
Specificity             0.6000   0.1250   0.2308   0.3333  
False positive rate  0.1000  0.3750   0.0769   0.4000 
False negative rate 0.1667  0.6667   0.0000   0.4615 

 
Table 8 and Table 9 show that MCM performs 

better than CNN for small data sets. For example, 
accuracy for precision and recall, up to false 
positive rates were greater for MCM, demonstrating 
that the predictions are accurate and robust for 
MCM compared with CNN for a small data set. In 
addition to this, the last metric, which is the false 
negative rate, was very low. 
 
 

5   Discussion 
In the current study, the MCM method was 
developed as a generalization of the MFA method 
using fuzzy many-to-many relations to increase the 
robustness in the classification and prediction of the 
images with abnormalities. The MCM method was 
then applied to a medical image data set of CT scans 
from lung cancer patients. MCM was used for the 
detection and classification of lung cancer as seen 
on the CT scans. The purpose of both the MCM and 
MFA methods is to quantify abnormality in visual 
form, that is, quantifying an abnormality in a cancer 
tumor as seen on the CT scan into the form of an 
SSI score in the case of the currently used lung 
cancer data set. 

MCM did not result in biased classification, 
whereas MFA sometimes did, possibly because 
MFA is not as sensitive as MCM in predicting 
minute abnormalities. Classification thresholds once 
formed are independent of normal or standard 
images, whereas thresholds are dependent on the 
standard image for MFA. In MCM, the SSI was also 
stable compared to MFA, as many normal images 
were considered in MCM. 

One of the unique features of the MCM is that it 
also works for a small data set of images. Hence the 
MCM was compared with the gold standard CNN 
for a small data set. It is known that CNN works for 
small data sets; however, the data set must at least 
contain around a few hundred or thousands of data 
points [1], [3]. To compare MCM and CNN, only 19 
images were taken, of which 13 images were used 
for training, including two images for validation, 
and the rest were used for testing. A CNN was run 
by taking all the precautions to run it successfully 
for this smallest data set, such as using very clear 
images.  

MCM performed better than CNN with smaller 
data sets. MCM does not need classified data, but a 
CNN needs this step most of the time. Writing the 
code, debugging, and running the program takes 
very little time for MCM, but takes more time for 
CNN. Furthermore, MCM uses few software 
functions, but CNN requires many more than MCM. 
Moreover, MCM can analyze and quantify the 
abnormality, whereas CNN cannot quantify the 
abnormality in the images. For MCM, the minimum 
data required is more than one normal image and 
one abnormal image to compare with the normal 
images. On the other hand, for CNN, it might need a 
few hundred if the images are of good quality and 
are clear. For this study, as stated above, the 
minimum data to run MCM is 4 plus 1, where 4 is 
the number of normal or standard images and 1 is 
the number of abnormal images needed. With this 
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data, the images can be classified and the disease 
stage predicted. With this data, it is not possible to 
run a CNN, as the CNN is overfitted for the data. 

There are many methods like CNN that cannot 
perform well with very small data sets and when 
limited computational power issues exist. However, 
it was demonstrated in this study using a confusion 
matrix that MCM works even with a very small data 
set.  MCM can be customized or adapted more 
easily to the specific characteristics of small 
datasets. MCM also fits smaller and bigger data sets 
to find patterns in the data easily and can understand 
the patterns of the data with a much smaller data 
sample size like 10, whereas CNN needs bigger data 
sets to find a pattern. Although the CNN works with 
smaller datasets, it does not work as effectively for 
data as small as the one used in this study. 

Another important property of MCM is that even 
if a small data set is used and the classification 
thresholds are calculated, it can be generalized to a 
big data set, which is an important data 
augmentation property. That is, the thresholds of 
classification obtained by small data could be 
applied to a large data set to classify images. While 
CNN can also do this, it cannot do so with smaller 
data of as few images as 10 or 20. Moreover, MCM 
can successfully find patterns in very small data sets 
and work effectively with larger data sets, that is 
when the same thresholds of classification obtained 
using a small data set are applied to larger data sets 

Domain expertise is needed to work with CNN. 
For example, this data set is related to the 
classification of the stages of lung cancer. If CNN is 
used, then in most cases, the user must know what is 
stage 1, stage 2, stage 3, and stage 4, because CNN 
needs manually classified data, so the user has to 
first classify the data manually, whereas MCM uses 
a normal image to classify images with 
abnormalities. 

 A quantitative comparison of MCM and CNN 
showed significant differences in performance 
between MCM and CNN, such that MCM showed 
better performance than CNN. 

The results of this study demonstrate that the 
MCM was more effective than the MFA for all 
kinds of data, and for small data sets, the MCM 
worked better than the CNN. The main limitation of 
MCM is that many kinds of standard or normal 
images have to be used. In addition, noise in the 
images should be removed before using MCM, 
which was done in this study by cropping the lung 
images.  
 

 

 

6  Conclusion 
To conclude, MCM is a generalization of the MFA 
method, showing that MCM more accurately 
classifies images. Specifically, MCM is 21% more 
accurate than MFA_c and 9.5% more accurate than 
MCA_l. Both the MCM and MFA methods are 
successful in quantifying the abnormality in an 
image, such as a cancer tumor. However, the MCM 
is very sensitive and can catch small changes in the 
abnormality when compared to the MFA. On the 
other hand, the MFA method is subjective to the 
standard image. Both work with a very small data 
set, so they are useful for studying rare diseases or 
abnormalities in the form of images. The main 
problem with the MFA method is that it is based on 
comparing a single normal image with an abnormal 
image. That is, if a single normal image is replaced 
with another, then the classification thresholds will 
be altered. However, this problem was rectified in 
this study using multiple normal images for 
comparison with one abnormal image. Thus, the SSI 
score and the classification determined using the 
MCM method were made more robust than with the 
MFA. Thus, physicians and scientists could use the 
MCM with confidence to obtain an accurate initial 
overview of an abnormality or disease in a patient. 
Furthermore, the MCM method can be used to make 
accurate predictions for rare diseases or problems 
with very little data. 

When comparing MCM with the gold standard, 
CNN, for a small data set, the results of all the 
statistical tools used show that the MCM performed 
better than CNN. Moreover, MCM accepted 
DICOM images and conversion to PNG. Hence, 
some of the ‘fuzziness’ was avoided. The MCM can 
also be used to detect the abnormality in a small 
data set with two images. Rare diseases typically do 
not have a lot of data to train, test, or validate the 
CNN process. Thus, MCM can be used to detect 
rare diseases using a limited number of diagnostic 
images, as the minimum data needed to run the 
MCM is more than one normal image and one 
image for each group or stage of abnormality. 
Additionally, although the MCM method was 
applied to cancer images in the current study, it 
could be applied to any image type, like other 
medical images, or images from any other field of 
science, such as astronomy and geography. 

One of the research gaps that needs more 
detailed study is rare events, such as rare diseases. 
These rare diseases have limited data and using 
traditional tools, it is not possible to study these 
diseases. However, MCM is designed for both 
smaller and larger data sets, and the comparison 
performed between CNN and MCM in the current 
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study demonstrates that MCM is efficient for very 
small data sets. Future studies based on the MCM 
method can be in epidemiology, clinical or medical 
science, and rare fields of many sciences that have 
small image data sets. Future studies can also focus 
on applying the MCM to make a connection 
between the abnormality in medical images and the 
risk associated with that abnormality. In future 
projects, the mortality risk present in the patient will 
be estimated using the quantified abnormality 
computed with the MCM method. 
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