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Abstract: - We have performed early LOC estimation of Web applications (apps) created using the Yii 
framework by three nonlinear regression models with three predictors based on the normalizing 
transformations. We used two univariate transformations (the decimal logarithm and the Box-Cox 
transformation) and the Box-Cox four-variate transformation for constructing nonlinear regression models. The 
nonlinear regression model constructed by the Box-Cox four-variate transformation has better size prediction 
results compared to other regression ones based on the univariate transformations. 
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1 Introduction 
Early software size estimation is one of the project 
managers' significant problems in evaluating apps 
development efforts [1-4]. According to [4], 
“Software size is the major determinant of software 
project effort.” Failed software size estimating is 
often the main contributor to failed effort estimates 
and, in consequence, failed projects. 

Despite a large number of currently existing 
various methods and models for estimating the 
software size [5-15], research in this direction does 
not stop [16-18]. This is primarily due to the low 
accuracy of estimating the size of the software in the 
early stages of its development. One way to solve 
this problem is to develop appropriate models for 
estimating the size of the software, which is 
developed as in a specific programming language 
[5, 8, 9, 12, 14] and for a specific type of app [7-10, 
14, 15]. 

Lines of code (LOC) and function points (FPs) 
are most commonly used as measures of size in 
existing software effort estimation methods and 
models. As known [4], both of these metrics have 
their advantages and disadvantages when used for 
software effort estimation. Although the FPs-based 
measure has the advantage over the LOC in that it 
does not depend on the technologies used – in 
particular, the programming language, however, the 
assessment of efforts requires taking into account 
such factors (environmental factors). Taking into 

account the above factors can be ensured by 
appropriate models for estimating the LOC-based 
measure. 

Today many Web apps are created using PHP 
frameworks making app development faster. Yii is a 
fast, secure, and efficient PHP framework 
(https://www.yiiframework.com/). However, there 
are no regression models for estimating the software 
size of Web apps created using the Yii framework. 
There are some regression equations, both linear [8, 
9] and nonlinear [14] ones, for estimating the 
software size of information open-source PHP-
based systems. Only in [19], a nonlinear regression 
model to estimate the software size of Web apps 
created using the Laravel framework was built. This 
demands the construction of the models for early 
software size estimation of Web apps created using 
the Yii framework. 

Although machine learning methods are 
becoming increasingly popular for software size 
estimation [17, 18], methods based on nonlinear 
regression analysis have not yet reached their full 
potential [20, 21]. We suggest using the nonlinear 
regression models for estimating the size of Web 
apps created using the Yii framework because, 
firstly, there are two random variables, both 
dependent variable (response) and an error term, in 
a regression model, and, secondly, the size 
(response) distribution is not Gaussian. We apply 
the technique for constructing nonlinear regression 
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models based on the multivariate normalizing 
transformations and prediction intervals [21]. In this 
technique, prediction intervals of nonlinear 
regressions are used to detect the outliers in 
constructing a nonlinear regression model. Usually, 
the above process is iterative since we repeat 
building the model for new data after the outlier 
cutoff. If there are no outliers, the process of 
constructing the nonlinear regression model ends. 
 

2 Problem Formulation 
Suppose given the original sample as the four-
dimensional non-Gaussian data set: actual software 
size in the thousand lines of code (KLOC) Y, the 
total number of classes 1X , the average number of 
methods per class 2X , the average of Depth of 
Inheritance Tree (DIT) per class 3X  in a class 
diagram from N Web apps. Suppose that there are a 
bijective four-variate normalizing transformation of 
non-Gaussian random vector  TXXXY 321 ,,,P  to 
Gaussian random vector  TY ZZZZ 321 ,,,T  is 
given by 

 
 PψT   (1) 

 
and the inverse transformation for (1) 

 
 TψP

1 , (2) 
 

ψ  is a vector of normalizing transformation (1), 
 TY 321 ψ,ψ,ψ,ψψ . 

It is required to build the nonlinear regression 
model in the form  ε,,, 321 XXXYY   based on the 
transformations (1) and (2) to estimate the software 
size (in KLOC) of Web apps created using the Yii 
framework. Here ε  is the error term that is the 
Gaussian random variable to describe residuals,  
ε   2

εσ,0N , εσ  is the standard deviation. 
 

3 Problem Solution 
To build a nonlinear regression model for estimating 
the size of Web apps created using the Yii 
framework, we collected data from 40 apps hosted 
on GitHub (https://github.com). We obtained the 
data set by the PhpMetrics tool 
(https://phpmetrics.org/) around the following 
variables: actual software size (in KLOC) Y, the 
total number of classes 1X , the average number of 
methods per class 2X , and the DIT average per 
class 3X . Table 1 contains that data set. We chose 

the above predictors 1X , 2X , and 3X  for two 
reasons. Firstly, these predictors can be obtained 
from the class diagram, and, secondly, there is no 
multicollinearity between these predictors according 
to [22, 23] since variance inflation factors (VIFs) for 
predictors 1X , 2X , and 3X  are equal to 1.44, 1.22, 
and 1.64, respectively. 

 
Table 1. The data set and SMD values 

 
No Y X1 X2 X3 SMD SMDZ 

1 1.333 30 5.57 2.10 3.07 4.71 
2 42.543 401 7.01 1.28 5.57 4.86 
3 55.471 598 7.66 1.27 6.75 6.52 
4 1.296 33 3.97 1.89 0.31 0.44 
5 10.175 174 5.16 1.55 2.65 1.10 
6 1.374 31 4.45 1.93 0.47 0.85 
7 1.003 25 4.28 2.00 0.61 1.15 
8 4.496 132 3.76 1.96 0.27 1.16 
9 44.998 1149 3.71 1.90 13.37 7.67 
10 4.587 194 2.63 1.65 3.42 3.89 
11 0.213 12 1.92 2.00 2.69 4.84 
12 10.389 76 6.43 1.88 3.06 11.24 
13 3.321 102 3.30 1.68 1.93 1.03 
14 2.525 53 4.81 2.40 7.67 7.92 
15 29.477 665 4.82 1.80 3.14 3.61 
16 0.805 20 4.45 1.78 0.91 2.66 
17 6.114 97 5.35 1.90 1.12 1.30 
18 3.312 96 4.00 2.11 1.32 2.24 
19 0.883 32 3.31 2.11 1.39 1.72 
20 47.417 1286 3.71 1.61 18.01 6.29 
21 3.103 61 4.62 2.07 1.35 1.72 
22 36.615 373 7.49 1.37 5.40 4.96 
23 3.731 77 3.25 1.57 3.56 4.50 
24 42.963 416 7.69 1.45 5.80 4.79 
25 0.341 18 2.22 2.20 3.62 4.28 
26 0.211 10 2.10 1.67 4.42 7.19 
27 1.053 25 4.92 1.82 1.01 2.81 
28 10.799 214 3.52 2.04 1.07 6.06 
29 0.27 15 0.87 2.00 5.63 6.45 
30 7.579 150 4.57 2.00 0.76 1.70 
31 0.12 4 1.50 2.00 3.80 7.87 
32 1.008 29 4.45 2.17 2.33 3.31 
33 0.51 12 3.75 1.88 0.43 2.63 
34 0.968 25 3.60 2.09 1.15 1.27 
35 0.791 16 2.81 2.00 1.20 7.42 
36 119.314 1428 4.26 1.06 30.87 11.12 
37 1.691 57 3.32 1.73 1.48 1.11 
38 2.431 74 3.51 1.58 3.38 1.77 
39 2.984 80 4.18 1.64 2.08 1.08 
40 27.627 603 4.93 1.59 2.96 2.76 

 
We checked the four-dimensional data from 

Table 1 for multivariate outliers. This is step 1 
according to [21]. But before that, we tested the 
normality of multivariate data from Table 1 because 
well-known statistical methods (for example, 
multivariate outlier detection based on the squared 
Mahalanobis distance (SMD)) are applied to detect 
outliers in multivariate data under the assumption 
that the data is described by a Gaussian distribution 
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[24, 25]. We used a multivariate normality test 
proposed by Mardia [26, 27]. This test is based on 
measures of multivariate skewness 1β  and kurtosis 

2β . 
According to the Mardia test, the distribution of 

four-dimensional data from Table I is not Gaussian 
since the test statistic for multivariate skewness 

6β1N  of this data, which equals 197.98, is greater 
than the quantile of the Chi-Square distribution, 
which is 40.00 for 20 degrees of freedom and 0.005 
significance level. Analogically, the test statistic for 
multivariate kurtosis 2β , which equals 46.24, is 
greater than the value of the Gaussian distribution 
quantile, which is 29.64 for the mean of 24, the 
variance of 4.8, and 0.005 significance level. 
Because we used the statistical technique [25] to 
detect multivariate outliers in the four-dimensional 
non-Gaussian data from Table 1 based on the 
multivariate normalizing transformations and the 
SMD for normalized data. To normalize the data 
from Table 1, we applied the four-variate Box-Cox 
transformation with components [24]. 

 

 
 
 











.0λif,ln

;0λif,λ1
λ

λ

jj

jjj

jj

X

X
xZ

j

 (3) 

 
Here jZ  is a Gaussian variable; jλ  is a 

parameter of the Box-Cox transformation, 3,2,1j . 
The variable ZY is defined analogously (3) with the 
only difference that instead of jZ , jX , and jλ  
should be put respectively YZ , Y, and Yλ . 

The parameter estimates of the four-variate Box-
Cox transformation for the data from Table 1 are 
calculated by the maximum likelihood method 
according to [24] and are 0.039927λ̂ Y , 

0.015134λ̂1  , 0.709637λ̂2  , .6045951λ̂3  . 
Table 1 contains the SMD for normalized data 

(SMDZ), which is transformed using the four-variate 
Box-Cox transformation. The SMDZ values from 
Table 1 indicate there is no multivariate outlier in 
four-dimensional non-Gaussian data since the 
SMDZ values for all data rows are less than the 
quantile of the Chi-Square distribution, which 
equals 14.86 for 4 degrees of freedom and 0.005 
significance level. Note, for data without 
normalization, row 36 is the multivariate outlier 
since the SMD value for row 36 is greater than the 
above quantile. In Table 1, this SMD value is 
highlighted in bold. 

The nonlinear regression model with three 
predictors for estimating the size of Web apps 
created using the Yii framework is built based on 
the four-variate Box-Cox transformation for 40 data 
rows from Table 1 according to [21] and has the 
form 

 

   Y

YY ZY
λ̂1

1εˆλ̂  , (4) 
 

where ε  is a Gaussian random variable,  
ε   2

εσ,0N , with the estimate εσ̂  of 0.21317; YẐ  is 
a prediction result by the linear regression equation 

3322110
ˆˆˆˆˆ ZbZbZbbZY   for normalized data, 

which are transformed by the four-variate Box-Cox 
transformation with components (3); 3.957010̂ b , 

1.021781̂ b , 0.365212̂ b , 0.102043̂ b . 
According to [21], after constructing a model (4), 

we have to find the nonlinear regression prediction 
interval 

 

   













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





 

21
1

ν,2α
1 11ˆψ XZ

T

XZYY
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StZ
Y

zSz , (5) 

 
where Yψ  is the transformation (3) for Y, 

  Y

YYY Z
λ̂11 1λ̂ψ  ; ν,2αt  is a student's t-

distribution quantile with 2α  significance level and 
  degrees of freedom; 1ν  kN ; k is a number 
of independent variables (in our case, k is 3); 

Xz  is 
a vector with components 11 ZZ

i
 , 22 ZZ

i
 , 

33 ZZ
i
  for i-row; 




N

i

jj i
Z

N
Z

1

1 , 3,2,1j ; 

 
2

1

2 ˆ
ν
1




N

i

YYZ iiY
ZZS , 1ν  kN ; ZS  is a 33  

matrix 
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
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In (6)   rr

N

i

qqZZ ZZZZS
iirq


1
, 3,2,1, rq . 

For the data normalized by the four-variate Box-
Cox transformation from 40 Web apps, the matrix 
(6) is the following: 

 

WSEAS TRANSACTIONS on COMPUTERS 
DOI: 10.37394/23205.2021.20.35 Sergiy Prykhodko, Ivan Shutko, Andrii Prykhodko

E-ISSN: 2224-2872 323 Volume 20, 2021



























222.6364.6584.12
364.6674.42684.30
584.12684.30488.74

ZS .  

 
Table 2 contains the values of lower (LB) and 

upper (UB) bounds of the nonlinear regression 
prediction interval calculated by (5) based on the 
four-variate Box-Cox transformation for 0.05 
significance level in the first iteration for 40 data 
rows from Table 1. In Table 2, we denoted LB and 
UB in the first iteration as LB1 and UB1, 
respectively. 

 
Table 2. LB and UB of nonlinear regression 

prediction intervals in various iterations 
 
No Y 

The first iteration The second iteration 
LB1 UB1 SMDZ LB2 UB2 

1 1.333 1.037 2.735 4.48 1.050 2.277 
2 42.543 22.326 67.979 5.17 23.897 58.294 
3 55.471 39.633 125.380 6.54 42.442 106.842 
4 1.296 0.824 2.081 0.54 0.863 1.805 
5 10.175 5.953 16.366 1.14 6.368 14.273 
6 1.374 0.863 2.193 1.07 0.894 1.881 
7 1.003 0.667 1.682 1.20 0.689 1.442 
8 4.496 2.985 7.975 1.07 3.211 7.033 
9 44.998 25.904 82.363 7.45 29.891 75.611 
10 4.587 3.323 9.153 4.29 3.724 8.372 
11 0.213 0.182 0.446 5.61 0.195 0.397 
12 10.389 3.266 8.957 - - - 
13 3.321 2.140 5.641 0.92 2.330 5.047 
14 2.525 1.411 3.947 7.84 1.460 3.304 
15 29.477 20.673 61.423 3.80 22.913 54.788 
16 0.805 0.575 1.462 2.48 0.596 1.253 
17 6.114 3.284 8.797 2.22 3.413 7.497 
18 3.312 2.248 6.010 2.04 2.385 5.223 
19 0.883 0.655 1.651 1.62 0.689 1.440 
20 47.417 30.874 96.950 6.59 36.096 90.409 
21 3.103 1.694 4.443 2.55 1.762 3.802 
22 36.615 22.822 69.684 4.85 24.061 58.802 
23 3.731 1.621 4.270 6.17 1.764 3.820 
24 42.963 26.550 81.476 4.71 27.866 68.382 
25 0.341 0.279 0.695 4.55 0.297 0.614 
26 0.211 0.167 0.420 7.50 0.180 0.375 
27 1.053 0.790 2.028 2.63 0.813 1.723 
28 10.799 4.417 12.309 7.83 4.826 10.937 
29 0.27 0.158 0.399 6.81 0.172 0.362 
30 7.579 4.128 11.230 2.14 4.383 9.745 
31 0.12 0.059 0.142 9.65 0.063 0.127 
32 1.008 0.774 1.991 3.09 0.797 1.693 
33 0.51 0.297 0.737 3.22 0.309 0.637 
34 0.968 0.558 1.399 1.83 0.583 1.212 
35 0.791 0.304 0.747 - - - 
36 119.314 42.952 140.755 11.64 51.178 133.360 
37 1.691 1.213 3.117 1.08 1.303 2.764 
38 2.431 1.670 4.387 1.67 1.807 3.902 
39 2.984 2.129 5.588 0.99 2.272 4.904 
40 27.627 19.976 58.505 3.03 22.184 52.394 

 

As we observe in Table 2, there are two values of 
Y for Web apps 12 and 35 that are out of the 
prediction intervals computed by (5) for a 
significance level of 0.05. Next, we erased data 
rows 12 and 35. The first iteration is completed. 
And we go to step 1 of the second iteration 
according to [21]. 

We checked the four-dimensional data from 
Table 1 (without rows 12 and 35) for multivariate 
outliers. To do this, we normalized 38 data rows 
using the four-variate Box-Cox transformation with 
components, which are defined by (3). The 
parameter estimates of the four-variate Box-Cox 
transformation for 38 data rows from Table 1 
(without data rows 12 and 35) are calculated by the 
maximum likelihood method according to [24] and 
are 0.040881λ̂ Y , 0.012110λ̂1  , 

0.684253λ̂2  , .3363371λ̂3  . 
Before outlier detection in the second iteration, 

we checked the multivariate normality of 38 rows of 
normalized data from Table 1 (without data rows 12 
and 35) by a test proposed by Mardia [26]. 

According to Mardia’s test, the distribution of 38 
rows of normalized data from Table I (excluding 
data rows 12 and 35) is Gaussian since the test 
statistic for multivariate skewness 6β1N  of this 
data, which equals 22.11, is less than the quantile of 
the Chi-Square distribution, which is 40.00 for 20 
degrees of freedom and 0.005 significance level. 
Analogically, the test statistic for multivariate 
kurtosis 2β , which equals 23.44, is less than the 
quantile of the Gaussian distribution, which is 29.79 
for the mean of 24, the variance of 5.053, and 0.005 
significance level. Because we used the statistical 
technique [25] to detect multivariate outliers in the 
four-dimensional non-Gaussian data from Table 1 
(without data rows 12 and 35) based on the 
multivariate normalizing transformations and the 
SMD for normalized data. 

The SMDZ values from Table 2 indicate there is 
no multivariate outlier in four-dimensional non-
Gaussian data from Table 1 (without rows 12 and 
35) since the SMDZ values for 38 data rows are less 
than the quantile of the Chi-Square distribution, 
which equals 14.86 for 4 degrees of freedom and 
0.005 significance level. 

Next, we built model (4) based on the four-
variate Box-Cox transformation for 38 data rows. In 
this case, the parameters estimates of the model (4) 
are the following: 3.947440̂ b , 1.024371̂ b , 

0.350202̂ b , 0.144163̂ b , 16918.0σ̂ε  . 
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After constructing a model (4), we calculated the 
nonlinear regression prediction interval for 38 data 
rows in the second iteration (see Table 2). For the 
data normalized by the four-variate Box-Cox 
transformation from 38 Web apps, the matrix (6) is 
the following: 

 

























563.4262.5760.10
262.5154.37777.28
760.10777.28222.74

ZS .  

 
In Table 2, we denoted LB and UB in the second 

iteration as LB2 and UB2, respectively. We 
highlighted the row numbers with the data outliers 
in bold, and a dash (-) shows the exception of the 
relevant numbers of data at the second iteration. The 
LB2 and UB2 values indicate there are no values of 
Y for 38 data rows that are not out of the prediction 
intervals computed by (5) for a significance level of 
0.05. Because we completed the stages' iterations 
and constructed a nonlinear regression model (4) 
with 38 Web apps data. 

Also, to estimate the size of Web apps created 
using the Yii framework, we built two nonlinear 
regression models with three predictors based on the 
univariate normalizing transformations (the decimal 
logarithm, and the Box-Cox transformation) for the 
same 38 Web apps data. 

The nonlinear regression model with three 
predictors based on the univariate Box-Cox 
transformation has the form (4) too, but with the 
only difference that parameters estimates are the 
following: 0.054599λ̂ Y , 0.080356λ̂1  , 

0.714786λ̂2  , .1392902λ̂3  , 4.525860̂ b , 

1.373381̂ b , 0.308592̂ b , 0.107513̂ b , 

17912.0σ̂ε  . 
For the data normalized by the univariate Box-

Cox transformation from 38 Web apps, the matrix 
(6) is the following: 

 

























332.11213.8882.11
213.8334.40636.22
882.11636.22258.40

ZS .  

 
The nonlinear regression model based on the 

decimal logarithm transformation has the form 
 

3210
ˆ

3
ˆ

2
ˆ

1
ˆε10 bbbb

XXXY


 , (7) 
 

where the estimators for parameters are: 
1.634460̂ b , 1.007351̂ b , 0.7430692̂ b , 

0.785703̂ b . The estimate εσ̂  is 0.089021. 
For the data normalized by the decimal logarithm 

transformation from 38 Web apps, the matrix (6) is 
the following: 

 

























211.0194.0101.1
194.0317.1477.2
101.1477.2638.15

ZS .  

 
To evaluate the prediction accuracy of the 

nonlinear regression models we applied the standard 
metrics R2, MMRE, and PRED(0.25). MMRE and 
PRED(0.25) are accepted as standard evaluations of 
prediction results by regression models. These 
metrics are applied in software engineering too [28, 
29]. The acceptable values of MMRE and 
PRED(0.25) are not more than 0.25 and not less 
than 0.75 respectively. The values of 2R , MMRE 
and PRED(0.25) are shown in Table 3 for models 
(4) for both the univariate and four-variate Box-Cox 
transformations, and model (7). 

 
Table 3. The prediction accuracy metrics of the 

nonlinear regression models 
 

Metrics univariate bivariate 
Log10 Box-Cox Box-Cox 

R2 0.9656 0.8925 0.9249 
MMRmin 0.0018 0.0018 0.0087 
MMRmax 0.4119 0.4000 0.3295 
MMRE 0.1705 0.1463 0.1439 

PRED(0.25) 0.7632 0.8421 0.8684 
 
The values of these metrics are acceptable for all 

models. These values indicate good prediction 
accuracy of the nonlinear regression models (4) and 
(7) for estimating the size of Web apps created 
using the Yii framework. However, model (4) based 
on the four-variate Box-Cox transformation has the 
best MMRE and PRED(0.25) values. 

Also, Table 3 contains minimum and maximum 
values of MRE denoted MMRmin and MMRmax, 
respectively. As we observe in Table 3, we have the 
smallest MMRmax value for model (4) based on the 
four-variate Box-Cox transformation. The above 
indicates the advantages of using model (4) based 
on the four-variate Box-Cox transformation for 
estimating the size of Web apps created using the 
Yii framework. 

The advantage of using model (4) based on the 
four-variate Box-Cox transformation in comparison 
to other constructed models based on univariate 
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transformations is also indicated by the width of the 
confidence and prediction intervals. We calculated 
the confidence intervals of nonlinear regressions by 
(5) with the only difference that in the sum in curly 
brackets, there is not 1. 

The widths of the confidence interval of 
nonlinear regression based on the Box-Cox four-
variate transformation are less than for nonlinear 
regression based on the Box-Cox univariate 
transformation for 34 (with the difference up to 
21%) from 38 rows of data (except rows 9, 20, 31, 
and 36 with the difference up to 11%). Also, the 
widths of the confidence interval of nonlinear 
regression based on the Box-Cox four-variate 
transformation are less than for nonlinear regression 
based on the decimal logarithm univariate 
transformation for 33 (with the difference up to 
35%) from 38 rows of data (except rows 2, 3, 14, 
22, and 24 with the difference up to 31%).  

Approximately the same results are obtained for 
the prediction intervals of nonlinear regressions. 
The widths of the prediction interval of nonlinear 
regression based on the Box-Cox four-variate 
transformation are less than for nonlinear regression 
based on the Box-Cox univariate transformation for 
33 (with the difference up to 18%) from 38 data 
rows (except rows 9, 20, 31, 33, and 36 with the 
difference up to 11%). Also, the widths of the 
prediction interval of nonlinear regression based on 
the Box-Cox four-variate transformation are less 
than for nonlinear regression based on the decimal 
logarithm univariate transformation for 32 (with the 
difference up to 40%) from 38 data rows (except 
rows 2, 3, 9, 15, 22, and 24 with the difference up to 
20%). 

 
4 Discussion 
The four-variate distribution of the data from Table 
1 is not Gaussian what the Mardia test for 
multivariate normality based on measures of the 
multivariate skewness and kurtosis indicates. 
Because we use the statistical technique [25] to 
detect multivariate outliers in the four-dimensional 
non-Gaussian data from Table I based on the 
multivariate normalizing transformations and the 
SMD for normalized data. According to [25], there 
are no multivariate outliers in four-dimensional non-
Gaussian data from Table I based on the Box-Cox 
four-variate transformation. Note, we have the four-
variate outlier in the data from Table 1 (data row 18) 
without applying normalization. This may be 
explained by the four-variate distribution of the data 
from Table 1 is not Gaussian. Also, we have the 
four-variate outlier for the data from Table 1 (data 
row 29) based on the univariate transformation in 

the decimal logarithm form. This may be explained 
by the poor normalization of four-dimensional non-
Gaussian data from Table 1 using the univariate 
transformation in the decimal logarithm form. 

We apply the four-variate Box-Cox normalizing 
transformation to build the nonlinear regression 
model for estimating the size of Web apps created 
using the Yii framework based on the appropriate 
technique [21] since there are outliers in the data 
from Table 1, which are detected in the model 
construction process by the nonlinear regression 
prediction interval (see Table 2). 

Note, that in our case, the data normalization 
using the univariate transformations, both the 
decimal logarithm and Box-Cox ones, leads to an 
increase in the widths of the confidence and 
prediction intervals of nonlinear regression for a 
larger number of data rows compared to the Box-
Cox four-variate transformation. Also, the MMRE 
value is smaller, and PRED(0.25) value is bigger for 
the model (4) for the Box-Cox four-variate 
transformation in comparison with all other 
nonlinear models based on the univariate 
transformations. This may be explained by the best 
four-variate normalization of non-Gaussian data 
from Table 1 using the Box-Cox four-variate 
transformation that takes into account the 
correlation between the variables. 

The obtained results and results from [19] 
indicate that constructing a nonlinear regression 
model to estimate the size (in KLOC) of Web apps 
created using the specific framework (Yii in our 
case and Laravel in [19]) by a technique [21] leads 
an increase of estimation confidence. 
 
5 Conclusion 
Early LOC estimation (in KLOC) of Web apps 
created using the Yii framework by nonlinear 
regression models with three predictors based on the 
normalizing transformations, both univariate and 
multivariate ones, is performed. The nonlinear 
regression model constructed using the four-variate 
Box-Cox transformation has better size prediction 
results compared to other regression ones based on 
the univariate transformations (the decimal 
logarithm and Box-Cox). 

To construct nonlinear regression models with 
multiple predictors for estimating the software size, 
it needs to apply multivariate normalizing 
transformations and outlier detection. 
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