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Abstract: - The main purpose of this work is to develop an optical character recognition system (OCR) of
handwritten Amazigh characters employing a feature set of 79 elements based on statistical methods.
The feature set elaborated consists of 37 densities features and 42 shadow features basing on a specific zoning
to represent the Amazigh characters; in the recognition phase, we use the multilayer perceptron (MLP) as
classifier. The accuracy observed, experimentally, on a database of 24180 characters is 96,47%.
The experimental evaluation performed on a large set of handwritten characters not only verifies that the
proposed approach provides a very satisfactory recognition rate but also shows a reasonable time during the test
phase.
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1 Introduction
In recent years, the recognition of characters

handwritten remains one of the most popular
problems due to its diverse applications such as
address classification system, processing of bank
check, indexing archives, documents analysis, etc.
Therefore, much work has been achieved for many
languages, an overview of the latest works in
Optical Character Recognition (OCR) research can
be found in [1].

Recently, researchers have begun to give
attention to the Amazigh language OCR. In this
context, various methods have been used based on:
Hidden Markov Models (HMM) [2], Hough
transformation [3], neural approaches [4],
geometrical and statistical methods [5][6][7],
syntactical method rests on finite automata [8],
moments features [9] and some hybrid methods
[10][11][12].

In this paper, we propose an OCR system based
on a statistical approach with a new feature set. This
latter creates, for each character, a set of features
rests on decomposing the image under study in term
of zones, and then we extract a vector of 79
components which are the densities features and the
shadow features. After features extraction, in order
to its performance and its simple principle, we used

the MLP with one hidden layer for recognition
phase. The adopted system is as follow:

Fig.1: The adopted system

The rest of this paper is organized as follows: In
Section 2, we present a description of the Amazigh
language. The preprocessing description is given in
Section 3 where we delineate all Necessary steps to
prepare the image to the next phases. Feature
extraction state of art is presented in Section 4.
Section 5 exposes the MLP architecture of this
work. Section 6 details our procedure to construct
the feature set. In Section 7, we present some
experimental results to evaluate our work. Finally,
we conclude the paper with Section 8.
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2 The Amazigh Language
The Amazighs are the indigenous people of

North Africa, with their own language, culture and
history. They are one of the most ancient peoples of
humanity. Their presence in Tamazgha (North
Africa) was more than 12000 years. The Amazigh
language has existed since the earliest antiquity. It
has an original writing system, Tifinagh, used and
preserved to this day. In recent decades, all
Amazigh groups have reclaimed this ancestral
writing. Currently, the Amazigh language is spoken
by about 30 million speakers in North Africa (from
the oasis of Siwa in Egypt, to Morocco passing
through Libya, Tunisia, Algeria, Niger, Mali,
Burkina Faso and Mauritania).

In Morocco, where nearly 50% of people are
amazigh, the Amazigh language is divided into three
regional varieties with Tarifite in North, Tamazight
in Central Morocco and South-East and Tachelhite
in South-West and the High Atlas [13].

Fig.2: Tifinagh characters adopted by the IRCAM.

The official introduction of the Amazigh
language teaching in the Moroccan educational
system in 2003 involves the selection of a standard
common language to teach. This task was
accomplished by “Royal Institute of the Amazigh
Culture” (IRCAM) created in July 2001 [14].
Actually, the Tifinagh-IRCAM alphabet is based on
33 characters (Fig 2). In the amazigh OCR field, one
works only on 31 characters because and do
not have a Unicode codes.

3 Preprocessing
In this section, we described in details the first

phase used which is the preprocessing to prepare the
image for the next phases. To this end, as shown in
figure 1, we performed a series of operations that
are the image binarization, the lines skew
correction, the image segmentation into characters
and in last the characters normalization.

3.1 Binarization
The output of this operation is a binary image

where black pixels represent the text and white

pixels indicate the background. In this regard,
several algorithms have been proposed in [15].

In this work, we used the nonparametric and
unsupervised Otsu’s method [16]. This method
performs an automatic thresholding that consists on
maximizing the separability of the resultant classes
in gray levels. It uses the zeroth and the first
cumulative moments of the image histogram. The
Otsu method gives good results and it still one of the
most used thresholding methods.

3.2 Skew correction
The correction of the line skew consists in

rectifying horizontally the oblique writing lines.
Several methods are available in [17]. The two most
popular are the Hough transform and histograms
projection. In this paper, we used the histograms
projection, for its simplicity and its rapidity, based
on scanning image according to directions D close
to the horizontal, and counting the number of black
pixels in these directions for each line. The quality
of histogram is estimated by its entropy. The most
probable direction is the one who maximizes this
entropy. The document angle θ is that which
corresponds to the histogram of maximum entropy.
To correct this inclination, simply apply an image
rotation with the angle θ.

3.3 Segmentation
The characters segmentation is one of the most

important steps in an Optical Character Recognition
system (OCR). The objective is to decompose the
image into a sequence of sub-images, each sub-
image must contain a single character. For this, a
lines segmentation of the image is performed, then
each line is segmented into characters. A survey of
methods and strategies in character segmentation is
presented in [18].

3.3.1 Lines segmentation
In order to segment the image text into lines, we

used the horizontal projection histogram. This
method can distinguish between high density areas
characterizing lines and low density areas indicating
the space between the lines.

3.3.2 From lines to characters
Since Amazigh writing, handwritten or printed,

is never cursive, character extraction from each
line becomes easy. In this context, we used
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vertical projection histogram. Characters
correspond to areas of high density in the
histogram.

3.4 Normalization
The segmentation process produces isolated

characters in different size, to solve this problem
we proceeded to the normalization. This latter
consists on resizing all characters to a common
size. In this work, due to its zooming quality, we
used a spline-based algorithm [19] to resize all
characters to a size of 30x30. This optimal spline-
based algorithm for the enlargement or reduction
of digital images can be realized through a new
method of finite differences by calculating the
scalar products with analysis functions that are B-
splines of any degree. This algorithm achieves a
reduction of artifacts such as aliasing and
blocking and a significant improvement of the
signal-to-noise ratio.

4 Features extraction
The features extraction step is a very important

operation for a system of handwriting recognition.
Its aim is the selection of the most relevant
informations identifying each character to form a
features set.

In the literature, many features extraction
methods have been applied for OCR systems.
Arica.N and al [20] categorize them according to
their type as follows:

 Global Transformation and Series
Expansion;

 Statistical features;
 Geometrical and topological features.

In this paper, after preprocessing phase, we used
a feature set based on statistical methods. This latter
rests on the decomposition of the character
segmented image into several zones according to
different directions, then their density and their
Length of projections are calculated. A detailed
description of our approach is given in Section 6.

5 Character classification
After features extraction of each segmented and

normalized image, we used the resulting vector,
consists of 79 components, characterizing each
character for learning and testing.

For this, several classification approaches are
used in the field of handwriting recognition.

According to [21], recognition techniques and text
classification are grouped into four main categories:

 Pattern matching methods using correlation
and distance measure;

 Statistical methods based on discriminant
functions;

 Structural and syntactic methods employing
rules and grammars;

 Neural networks classifiers.
In this paper, we used the MLP architecture, one

of the great families of neural networks, which use a
supervised learning method called backpropagation
[22]. The MLP used contains three layers:

 The input layer that consists of 79 nodes for
the extracted vector ;

 The output layer with 31 nodes to
distinguish the 31 classes which represent
the number of studied characters in the
Amazigh language;

 The hidden layer whose the number of
nodes is chosen experimentally.

Fig.3: Architecture used of Multilayer perceptrron.

It should be noted that using one hidden layer is
sufficient to solve a non linear complex problem and
the choice of the number of hidden layer is still a
challenging issue [23].

6 Our approach
The choice of relevant features influences largely

the performance of the character recognition system.
In this context, we developed a feature set to
provide a description that can characterize each
character. This feature set consists of two subsets:
the first one is generated by dividing the image into
different overlapped zones, then we compute the
densities of black pixels in each zone; concerning
the second subset, we calculate the shadow features
[24] in different zones, shadow features are the
lengths of projections on different sides of the
considered zones. The resulting feature set contains
79 components which 37 come from the first subset
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and the remainder is obtained by the second. To
implement this method, the sizes of characters
images under study are all resized to 30 × 30. In this
section we presented in details the different stages to
construct our feature set.

6.1 Density features
To create the first features subset, we carry out

different decompositions of the character image and
the density of foreground pixels is calculated in each
zone to obtain 37 features. We obtained the density
of each zone by dividing the number of black pixels
by the total number of pixels in this zone.

Fig.4: First decomposition of character image
(a) Decomposition to 5 vertical equal zones;
(b) Decomposition to 5 horizontal equal zones;
(c) Decomposition to 8 octants;
(d) Decomposition to 4 quadrants.

The first decomposition, as shown in the Figure
3, consists of dividing the character image vertically
(Fig 4.a) and horizontally (Fig 4.b) to five equal
zones, then to 8 octants (Fig 4.c) and in last to 4
quadrants (Fig 4.d).

Fig.5: Second decomposition of character image
(a) Left diagonal decomposition;
(b) Right diagonal decomposition;
(c) 10x10 middle zone.

The second decomposition is obtained by
dividing the character image to 7 diagonal zones in
both left and right directions (Fig 5-a, 5-b), then
considering only the middle zone which size is
10x10 (Fig 5-c). Diagonal features increase the
recognition accuracy and reduce the
misclassification. The middle zone was added to
distinguish between some resembling Amazigh
characters.

Following these decompositions, we obtained 37
zones and we calculated the density for each zone.

6.2 Shadow features
The 42 shadow features are obtained from the

first decomposition of the rectangular boundary
enclosing the character image (Fig 4).

We calculated the 10 lengths of horizontal and
vertical projections (Fig 6-a, 6-b), 24 lengths of
projections on each of three sides of each octant
(Fig 6-c, 6-d), and the 8 horizontal and vertical
projections of each quadrant (Fig 6-e, 6-f).

Each calculated value must be normalized by
dividing it on the maximum possible length of
projections on the corresponding side.

Fig.6: Decomposition for shadow features
(a) Shadow features of 5 vertical zones;
(b) Shadow features of 5 horizontal zones;
(c) Horizontal and vertical shadow features
for each octant;
(d) Diagonal shadow features for each octant;
(e) Vertical shadow features for each
quadrant;
(f) Horizontal shadow features for each
quadrant.

7 Experimental results and
discussions

7.1 Database
In order to evaluate the performance of the

proposed OCR system, the AMHCD database [25]
was used as a source of training and test. The
database consists of 25740 isolated Amazigh
handwritten characters produced by 60 writers who
wrote 13 samples of each 33 classes. As mentioned
in section 2, researchers work only on 31 characters
excluding characters and . So,
experimentations were carried out on 24180
characters where 70% (16926) were for training and
the rest 30% (7254) for test. Noted that the training
set is composed of 546 character of each class and
the test set is composed of 234 character of each
class.
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7.2 MLP
The fully connected three-layer perceptron

neural network was trained using a sigmoidal
activation function, a learning rate of 0.1, a
momentum of 0.25 and all weights were randomly
initialized in interval [-0.7,0.7]. Several runs of
backpropagation algorithm with 16926 epochs were
performed for different architectures by varying the
number of nodes in the hidden layer. The runs were
executed in a compatible HP, Intel (R) Core (TM)
Duo CPU 1.4 GHz, and 2 GB of RAM through
Java. Table 1 shows the results obtained in tests
with the chosen architectures using the feature set
developed in this work.

Table 1: Recognition rate for different Number of
hidden nodes

Number of
hidden
nodes

Accuracy
on test set

(%)

Recall
(%)

Root mean
squared

error (%)
55 95,60 95,6 4,95
60 95,79 95,8 4,86
65 95,92 95,9 4,72
70 96,01 96 4,69
75 96,25 96,2 4,57
80 96,19 96,2 4,57
85 96,22 96,2 4,54
90 96,26 96,3 4,54
95 96,47 96,5 4,46
100 96,46 96,5 4,46

It should be noted that the learning phase is
executed only once and weights are stored in a file,
simply load the weights before performing
recognition.

7.3 Discussions
According to the experiences, the best

recognition performance of MLP is obtained when
the number of hidden neurons is set to 95. In our
experiences, we did not exceeded 100 neurons in the
hidden layer to select a number of neurons that
provides a compromise between performance and
the time taken in the recognition. Thereby, we opted
for the 79-95-31 architecture for our MLP which
allowed us to achieve a recognition rate of 96.47%
and a reasonable time in the recognition phase
which is 4 milliseconds for each character.

Basing on this architecture, we computed the
individual accuracy for each class of the Amazigh
characters in the test data, the results obtained are
shown in Table 2.

Table 2: Individual recognition rate for each
character

The obtained results show that some characters
have a relatively low recognition rate compared to
others, especially for characters yaz ( ),yatt ( ),
yazz ( ) and yas ( ). The misclassifications are
due to 2 factors. The first one is the structural
similarity of characters. Table 3 shows the
confusions matrix between characters.
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Table 3: confusions Matrix between characters

The second factor is bad writing of some
characters in the database whose classification is
difficult even for a human operator, figure 7
illustrates some badly written letters in the database.

Fig.7: some characters badly written in database

To showcase our method, we compared our
obtained results with the other best approaches in
term of recognition rate (Table 4). It should be noted
that M. Amrouch and al system [2] reports the
highest recognition accuracy of about 97.89% in
handwritten Amazigh language OCR by using
continuous HMMs.

Table 4: Comparison with other approaches

Approaches
Recognition

Rate (%)
Training
set size

Test set
size

Our Approach 96,47 16926 7254
M. Amrouch and

al [2]
97,89 16120 8060

Y. Es Saady and
al [7]

96,32 18135 2015

A. Djematene
and al [6]

92.30 1000 700

S. Gounane and
al [12]

91.05 1940
Not

specified

WSEAS TRANSACTIONS on COMPUTERS Nabil Aharrane, Karim El Moutaouaki, Khalid Satori

E-ISSN: 2224-2872 183 Volume 14, 2015



The experimentations gave a satisfactory
recognition rate compared to other approaches and
showed that our system offers many advantages by
using statistical methods.

In fact, our system is easy to understand, fast,
minimizes loss of information, and has a low
complexity.

In the other hand, and as the statistical methods,
the system is sensible to noise and distortions and
does not allow the reconstruction of the original
image [20].

8 Conclusion
In this work, we had proposed an optical

character recognition system of handwritten
Amazigh characters employing a statistical
approach to develop a new feature set. This one
consists on calculating the densities and shadow
features of each character by decomposing the
image under study in term of zones; basing on this
latter, we extract a vector of 79 components to
represent each character. Because of its
performance, we had used the MLP in the
recognition phase. Some experimental results are
introduced.

According to the experimental analyses, we
conclude that the chosen statistical features are
useful features to describe Amazigh characters and
recognition rate can be very satisfactory.

In future works, to overcome the statistical
methods shortcoming, we will propose a hybrid
features set basing on the statistical and structural
methods. And to extend our system, we will work
on the extraction of Amazigh text from natural
scenes before proceeding to its recognition.
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