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Abstract: - With the Popularity of shopping online in people's daily economic life, the commodity 

recommendation mechanism in e-commerce platform is presented to help customers quickly and accurately 

find the suitable product. Using the possibility of changing membrane structure, a variant of P system with 

active membranes is proposed to solve commodity recommendation problems. In this paper, the commodity 

recommendation problem is transformed into a density-based clustering problem firstly. Then it specifies the 

procedure of realizing this problem and a P system with a sequence of new rules is designed. The computation 

complexity of DBSCAN clustering algorithm in this system is         , while the original DBSCAN 

clustering algorithm is       without spatial query. This new model of P system can reduce the computation 

complexity of clustering process and improve the efficiency to solve the problems of commodity 

recommendation. Through example verification, this new model of P system is proved to be feasible and 

effective to achieve this practical issue. 
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1 Introduction 
With the Popularity of the Internet, e-commerce 

systems has more involved with people's daily 

economic life. Compared with traditional business, 

the advantages of e-commerce are not only reflected 

in the abundant and cheap goods, but reflected in the 

personalization. Along with the rapid development 

of e-commerce and the growth of online products, 

its structure has become more complex, users are 

often lost in a large number of goods in the 

information space, and could not find their own 

needs. For this reason, various recommendation 

systems came into being. The most useful 

technology of e-commerce recommendation is the 

data mining technology. Data mining technology is 

mainly used to cluster the information of consumers 

and commodities, which will help to provide 

personalized recommendations to target consumers. 

As an important part of data mining, clustering is 

the process of grouping the data into classes or 

clusters [1, 2]. 

Membrane computing is a branch of natural 

computing which abstracts computing models from 

the architecture and the functioning of living cells, 

as well as from the organization of cells in tissues, 

organs. It was presented by Paun in 1998 [3], so 

now all classes of computing devices considered in 

membrane computing are generically called P 

system. It has been applied in broad fields such as 

biological modeling, combinatorial problems and 

NPC problems on the strength of its great 

parallelism and non-determinacy. Its characteristics 

can improve the efficiency of clustering process so 

it is able to solve clustering problems [4]. 

A particularly interesting class of P systems is 

the P system with active membranes. In a P system 

with active membranes not only the objects evolve 

but also the membrane structure. In this paper, we 

combine the density-based clustering algorithm with 

commodity recommendation in e-commerce 

websites, with the help of a P system with active 

membranes which is adequate for clustering 

problems. It has great significance to the application 

of membrane computing in a typical real-world case 

of clustering problems. 

 

 

2 Density-Based Clustering Problem  
 

 

2.1    Commodity recommendation in  

e-commerce websites 
Under the e-commerce mode, the companies hope to 

pinpoint the potential demand of target consumers 
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and implement one-to-one marketing on the basis of 

the actual situation of each consumer. And 

consumers hope that e-commerce platform can be 

able to take the initiative to recommend products, 

something they may be of interest, with no need for 

spending a lot of time and effort to search for the 

information and commodities. For this reason, the 

commodity recommendation mechanism in e-

commerce platform is presented to help customers 

quickly and accurately find the product and promote 

the competitiveness of enterprises. In 1992, 

Goldberg in Xerox Palo Alto Research Center first 

explicitly put forward the idea of personalized 

information recommendation. At the present stage, 

the recommendation algorithms frequently used 

include the following several kinds: Content-based 

Recommendation (CBR), Collaborative Filtering 

Recommendation (CFR) and Hybrid Recommendat- 

-ion [5].  

E-commerce recommendation system is an 

intelligent information system. It predicts the 

commodities preference of target user by collecting 

and analyzing the historical behavior data of 

previous customers and takes the initiative to 

recommend relevant commodity information for 

target users. Specifically speaking, we group the 

commodities with high similarities into a cluster by 

clustering algorithm. Consequently, when a 

customer purchases one product in a cluster, the 

commodity recommendation mechanism will 

automatically recommend other products in this 

cluster.  

 

 

2.2 Transform commodity recommendation 

into Density-Based Clustering Problem 

In this section, we use DBSCAN clustering 

algorithm, one of the popular density-based 

clustering method, to solve our problem. We 

refer to [6] and [7] for a more precise knowled- 

-ge of DBSCAN, and here we only simply 

describe the definition of it. DBSCAN 

(Density-Based Spatial Clustering of Applicati-

-on with Noise) algorithm is a kind of spatial 

clustering algorithm based on density. After 

inputting parameters   and Min, the algorithm grows 

regions with sufficiently high density into clusters 

and discovers clusters of arbitrary shape in spatial 

databases with noise effectively. 

In order to apply DBSCAN clustering algorithm 

to commodity recommendation associated with 

historical behaviour data of previous customers, we 

need to treat every commodity as an independent 

entity. 

 

Definition 1. We define a k-set   of commodities, 

with    {               }             , as 

the dataset to classify. 

 

Where    {                   } .    stands 

for the commodity  , and      stands for the amount 

that customer j purchases the commodity i and its 

value is denoted by {         }. 

Definition 2. A similarity over a k-set   
{               } is a function   that verifies:  

   is symmetric, that is 

  (     )          (     )   (     ) 

  (     )          (     )  [   ] 

           with       

           (     )   (     )  

 

In this paper the similarity between two 

commodities   and  , defined as  (     ) , is 

calculated by the following equation: 

 

 (     )  (|  |  |  |) (|  |  |  |)⁄             (1) 

                   
 

Where |  |  |  |  characterizes the times that 

commodity i and commodity j are both purchased 

by common customers (supposing   |  |  |  |). 

|  |  |  |  characterizes the sum of times that 

clients purchase either commodity    or commodity   

(supposing   |  |  |  |). More details in Table 1. 

 (     ) is more precise to indicate the similarity 

between two commodities i and j than merely using 

the amount of common customers to be the 

measurement of similarity. Because   in this 

equation can improve the precision of similarity. 

The same   doesn’t stand for the same similarity. 

 (     ) gets larger while   begins to decline on the 

premise of the same  . More specifically, when the 

amount that commodity i and commodity j are both 

purchased by common customers, accounting for 

the greater proportion in the total amount of 

customers’ purchase, commodity i and commodity j 

will possess higher similarity and be more probable 

to be clustered together. As shown in Table 2 
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Table 1: An example of Commodity Property Table 

Commodity             Sum 

|  | |   | |   |   |   |   |   |  

|  | |   | |   |   |   |   |   |  

|   |  |   | |   |  |   | |   |  |   |       |   |  |   | |  |  |  | 

|   |  |   | |   |  |   | |   |  |   |       |   |  |   | |  |  |  | 

 

Table 2:  The characteristics of commodities 

|  |  |  | 

|  |  |  | 

 (     ) 

    

              

   

 
|  |  |  | |  |  |  | 

  

|  |  |  | 

|  |  |  | |  |  |  | |  |  |  | 

                                    

                

   

|  |  |  | 
 

|  |  |  | 

  

|  |  |  | 

|  |  |  | |  |  |  | |  |  |  | 

                                    

                

   

|  |  |  | |  |  |  | 
 

  

|  |  |  | 

|  |  |  | |  |  |  | |  |  |  | 

                                    

                

            

   

|  |  |  | |  |  |  | |  |  |  | 

  

 
|  |  |  | |  |  |  | |  |  |  | 

                                    

                

 

With respect to DBSCAN clustering algorithm, 

the main characteristic of the clusters is that within 

each cluster we have a typical density of points 

which is considerably higher than outside of the 

cluster. Furthermore, the density within the areas of 

noise is lower than the density in any of the clusters. 

As we assume objects as points in a 2D scheme, the 

key idea of DBSCAN is that for each point of a 

cluster the neighbourhood of a given radius has to 

contain at least a minimum number of points. And 

the neighbourhood is determined by the choice of a 

distance function for two points   and   , denoted 

by          . To find a cluster, DBSCAN starts 

with an arbitrary point    and retrieves all points 

density-reachable from   with respect to   and     . 

If    is a core object, this procedure yields a cluster 

with respect to   and     . If    is a border object, 

no objects are density-reachable from   and    is 

assigned to noise temporarily. Then DBSCAN 

handles the next point. 

In consideration of the clustering process, a 

commodity recommendation system can be regarde-

-d as a weighted and undirected graph   
                              ,with 

commodities and correlation being as nodes and 
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edges, and the dissimilarity between commodity   
and   is viewed as the weight     relative to edge    . 

The graph   can be a complete graph as we assume 

each commodity can be purchased with other 

commodities by common customers. The value of 

 (     ) expresses the similarities between two 

commodities, so it is inversely proportional to    . 

Since higher similarities between commodities 

indicate lower dissimilarities between commodities 

which reflect shorter distance between nodes in 

certain graph        , we define     as the 

reciprocal value of  (     )  

 

                     (     )⁄                             (2) 

 

When  (     )  is equivalent to 0,     is 

confined to infinity labelled as  . While  (     ) 

equals to 1,       which is the minimum value of 

the weights of edges between different commodities. 

Particularly, when   is equivalent to    , we presume  

     , as     and    are the same one commodity. 

According to the conversion above and the 

characteristics of the P system with active 

membranes, we use DBSCAN clustering algorithm 

to divide the commodities in e-commerce websites 

into several clusters and realize commodity 

recommendation in e-commerce websites. Therefore 

online commodities grouped in the same cluster will 

be recommended to each other by system 

themselves. This paper specifies the procedure of 

solving this problem. And it is as follows. 

Inputs:   , Min and Commodity Property Table of   

commodities. 

Outputs: the number of clusters, the commodities 

in each cluster. 

Procedure: 

1. Calculate the similarities between all 

commodities by equation (1); 

2. Compare the  -neighborhood of each 

commodity with Min; 

3.    Determine if each commodity is a core object. 

If it is, then go to step 3; if not, it is defined to 

be a noise; 

4.     Create new clusters with core objects; 

5.    Collect directly density-reachable objects from 

one core object and determine if the directly 

density-reachable object is core object. If it is, 

combine the two clusters into one; 

6.   Repeat step 4 until there is no change in the 

clusters. 

 

 

3 P Systems with Active Membranes 

for Commodity Recommendation 
 

 

3.1 P Systems with Active Membranes 
Firstly it is necessary to introduce some basic 

prerequisites of the P systems. The P system is a 

distributed and parallel model. For a P system, there 

are three main ingredients: membrane structure, 

multisets of objects and evolution rules. A 

membrane structure consists of several membranes 

arranged hierarchically inside a main membrane, 

which is called skin membrane. A membrane is an 

elementary membrane if there are no membranes in 

it or it is a non-elementary membrane. Regions 

defined by a membrane structure can contain objects, 

corresponding to chemical substances present in the 

compartments of a cell. These objects can be 

described by symbols or by strings of symbols, in 

such a way that multisets of objects are placed in the 

regions of the membrane structure. The rules can 

process both objects and membranes in a non-

characteristic and parallel way, and then the 

configuration of P system is changed. The basic 

membrane structure is shown in Fig.1. 

0
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5
6

environment

Skin membrane

Elementary

membranes

membranes

regions

environment
 

Fig.1  The basic membrane structure 
 

From a biological point of view, a possible 

weakness of general cell-like P system is that the 

membrane structure is static and does not evolve 

during the computation. For this reason, the P 

system with active membranes was introduced in [4, 

10], having rules which directly involve the 

membranes where the objects evolve and also 

making the membranes themselves evolve. Using 

the possibility to change membrane structure, it can 

create an exponential working space in linear time, 

which can then be used in a parallel computation for 

solving computationally hard problems. In the 

literature, this new model of P system has been 

successfully used to design solutions to some well-

known NP-complete problems [11-14], and the 

Common Algorithmic Problem [15]. Recently, it has 

also been proposed to solve clustering problems, as 
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its characteristics can improve the efficiency of 

clustering process [9, 16]. 

In this paper, A P system with active membranes 

(and electrical charges) is a construct: 

 

                                    (3) 

 

Where: 

     is the initial degree of the system; 

   is the alphabet of objects; 

 T is the output of the P system; 

 H is a finite set of labels for membranes, 

  {       }  

   is the set of electrical charges,   {     }; 

   is a membrane structure, consisting of n 

membranes, labelled (not necessarily in a one-

to-one manner) with elements of  ; 

    describes the multisets of objects in 

membrane   ; 

   is finite set of developmental rules with the 

following forms: 

 

I. [   ] 
    

                         

(Object evolution rules. An object   is 

evolved into   in a membrane   with the 

electric charge  , and the electric charge and 

the membranes are not modified during the 

process). 

II.  [ ] 
   [ ] 

      

                         

(Send-in communication rules. An object   

is introduced into the membrane    with the 

electric charge   , possibly modified to   

during the process; and the electric charge 

of the membrane can be modified, but not 

the label of membrane). 

III. [ ] 
   [ ] 

       

                         

(Send-out communication rules. An object   

is sent out of the membrane    with the 

electric charge   , possibly modified to   

during the process; and the electric charge 

of the membrane can be modified, but not 

the label of membrane). 

IV. [ ] 
      

                      

(Dissolving rules. An object   is evolved 

into   with the electric charge   of 

membrane   , at the same time the 

surrounding membrane is dissolved. And 

the remaining objects in the former 

membranes are left free in the region 

immediately above it). 

V. [ ] 
   [ ] 

  [ ] 
      

                                
(Division rules for elementary membranes. 

The membrane    is divided into two 

membranes with possibly different labels 

and different electric charges; the object   

specified in the rule is replaced by possibly 

new objects     respectively in the two new 

membranes; and the remaining objects are 

duplicated in the process). 

VI. [ ]  

  [ ]  

   [ ]  

     

                             

(Merging rules for elementary membranes. 

The membranes        are merged into a 

single membrane    with possibly different 

electric charges; the objects of the former 

membranes are put together in the new 

membrane). 

VII. [ ]  

  [ ]  

   [ ]  

      

                              

          

(Fusion rule for elementary membranes. 

With the object   in membrane    and 

object   in membrane   , the two 

membranes are merged into a single 

membrane    with possibly new objects  ; 

and the remaining objects of the former 

membranes are put together in the new 

membrane). 

 

These rules are applied according to the 

following principles [17]: 

1. All rules are applied in parallel: Any object 

and membrane (including all copies) which 

can evolve by a rule of any form should 

evolve; an object or a membrane can be 

used by only one rule when there are 

priority relations among rules, else it is 

chosen non-deterministically. 

2. All objects and membranes not specified in 

a rule and which do not evolve are passed 

unchanged to the next step. 

3. Before a rule of type (IV), (V), (VI) or (VII) 

is applied to a membrane, the rules of type 

(I) are applied first to its objects and then 

the resulting objects are further copied or 

moved in accordance with rule of type (IV), 

(V), (VI) or (VII). 
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4. Note the difference between merging rules 

and fusion rules. In a merging rule, all 

membranes corresponding to the polarizati- 

-on condition of the rules can be used by 

this rule. In contrast, in a fusion rule, only 

when there are objects   and   respectively 

in membrane    and    and two membranes 

correspond to the polarization condition of 

the rules, fusion rules can be executed. 

5. All rules are applied during one step in a 

bottom-up manner: first, they are applied to 

elementary membranes, then to their parent 

membranes and up towards the skin 

membrane. 

6. The rules of type (IV), (V), (VI) or (VII) do 

not apply to the skin membrane. 

 

The membrane structure of the P system at a 

given time, together with all multisets of objects 

associated with the regions of this membrane 

structure is the configuration of the system at that 

time. The             is the initial configuration. 

We can pass from a configuration to another one by 

using the rules from   according to the principles 

given above. We say that we have a transition 

among configurations. A sequence of transitions 

which starts from the initial configuration is called a 

computation with respect to  . A computation is 

complete if it cannot be continued: there is no rule 

which can be applied to objects and membranes in 

the last configuration. The result of the computation 

is the collection of objects expelled from the output 

membrane during the whole computation. Only 

halting computations give a result, non-halting 

computations give no output.  

3.2 P System for Solving Commodity 

Recommendation problems 
In this part, a P System with active membranes for 

solving commodity recommendation problems in e-

commerce websites is proposed. The configurations 

and structures at each step of the computation in this 

new P system are shown in Fig. 2.  
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Fig.2  The configurations at each step of the computation 
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In this P system, there are     membranes. 

Membrane 0 is the skin membrane which is 

regarded as output membrane as well. Membrane   

to   respectively represents   commodities in the 

initial. In the process of solving commodity 

recommendation problems, not only the objects 

evolve but also the membrane structure. Through 

the rules of active membranes, the k membranes 

obtained finally indicate k clusters of commodities.  

Then the commodity recommendation mechanism 

will works on the basis of the clustering results. 

When buyers purchase one commodity in e-

commerce websites, it will recommend other 

commodities in certain cluster that the purchased 

commodity belongs to.  

Significantly, before the computation in P system, 

it is imperative to compare the dissimilarity between 

commodities. As a matter of convenience, we 

express the dissimilarity in the form of matrix     

and all       are rounded to nonnegative integer 

variables. 

The P system with active membranes for solving 

commodity recommendation problems is defined as 

follows: 

                                  (4) 

Where: 

 Working alphabet: 

  {                       
   }   

 Output: 

  {  
 }            

 Membrane structure: 

    [[ ] 
 [ ] 

  [ ]   
 [ ] 

 ]   

 Initial multisets: 

   { }      represents the initial set of 

objects in skin membrane; 

   {                    }   

 

 The set R of evolution rules consists of the following rules:  

Rules in the membrane labelled   {     }: 

   {[         ] 
  [    

       
        

   ] 
 |     }  

   {[    
 ] 

  [    ] 
 |             }  {[    

 ] 
  [ ] 

 |           }  

   {[  
 ] 

  [  
 ] 

 |                 }  {[  
 ]

 

 
 [    

 ]
 

 
 |               }    

   {[  ] 
  [     

] 
 |       }  

   {[ ]  [ ] }  {[ ]  [ ] }  {[  ]
  [ ] |     }  

   {[    
  
 ] 

 [    
    

  ] 
  [    

  
   ] 

 [    
    

] 
 |                      }  

   { [ ] 
 [ ] 

  [ ] 
    [    

] 
  [    

] 
  |              }  

   { [    
    

  
 ] 

  [    
  
   ] 

    [    
  ] 

  [ ] 
  |            }  

   {[    
] 
 [    

 ] 
  [    

] 
 |          }   

    { [ ] 
  [ ]    [ ] 

  [ ]  |      }  

    {[  
 ]    

 [ ] |        }   

 The priority relations   over    {     }:    {       } 

3.3 The Computations in P System 
This part will give a comprehensive description of 

the P system we designed for solving commodity 

recommendation problems based on DBSCAN 

clusters algorithm. Firstly, we calculate the 

dissimilarities (defining as    ) between all 

commodities based on the Commodity Property 

Table and equation (2).  

At the beginning of a computation, the 

membrane labelled   {     }  with positive 

electric charge contains objects            . The 

object    represents the i-th commodity of the 

dataset and         represents all commodities in 

dataset. Initially in the P system the only rules that 

can be applied is    [18] in membrane labelled  . It 
modifies the polarization of membrane   and 

produces the object  
   

   
          which is 

used to compare the distances between     and other 

objects in dataset. Then    and   is obtained 

according to the distance  
   

   
. The object    

indicates that the distance between    and    is less 

than  . The object   indicates that the distance 

between    and    is more than  . If the number of 

   is more than minimum number Min, we call    a 

core point and mark its directly density-reachable 
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members as     
 with the positive change of 

membrane polarization. Or this point is defined to 

be a noise and it is marked as    without the change 

of membrane polarization. At the same time, the 

multiplicity of the object    represents the number 

of density–reachable objects for the core object   . 

After comparison stage, the rules for aggregating 

objects are triggered. The object evolution rule    is 

executed extremely to find all directly density-

reachable objects of the core object. In positive 

membrane, when there is     
 in the membrane   

and     
 in the membrane   as well, the rule     is 

activated to transform     
into     

 and increase the 

multiplicity of the object    with the multiplicity of 

the object    declined. Concurrently, the 

polarization of membrane   is change to negative 

polarity. Then the two membranes   and   with 

different polarization are merged into a single 

membrane   , and the objects of the former 

membranes are put together in the membrane   and 

the object     
 in membrane   is transformed by 

    
 to make the core object    continue to collect 

density-reachable objects. However, if a noise is 

directly density-reachable from a core object, it also 

be gathered into the membrane of the core object. 

Meanwhile, the rule    remove the same object and 

the redundant object in the new membrane and 

decrease the multiplicity of the object   . This 

indicates the combination of the similar object, 

which is the process of DBSCAN clustering. 

Finally, the polarity of all membranes in skin 

membrane is changed to neutral and the send-out 

communication rule     is carried out to send the 

object    to the skin membrane. Each index i 

indicates one cluster and the multiplicity of the 

object    indicate the number of members in each 

cluster. Particularly, when the multiplicity of the 

object    is 1, it means    is a noise in this dataset. 

These rules are used maximum parallel in each 

membrane when calculating. This P system will halt 

if no more rules can be executed and no more 

objects    can be obtained. And at this moment, the 

configuration of each membrane is achieved to be 

stable. As a consequence, each membrane in the 

skin membrane represents one group, and the 

objects in each membrane represent the 

commodities in each group. After the process of 

clustering all commodities, the commodity 

recommendation mechanism in e-commerce website 

will operate successfully. 

In this paper, we analyze the computation 

complexity based on the operation times. In order to 

obtain the final result, we need       loops. In every 

loop, the maximum execution times of each rule are 

listed in Table 3. After analyzing the rules, the 

computation complexity of DBSCAN clustering 

algorithm in this P system with active membranes is 

        , while the computation complexity of the 

original DBSCAN clustering algorithm is       
without spatial query. As a consequence, this P 

system can reduce the computation complexity of 

clustering process and improve the efficiency to 

solve the problems of commodity recommendation. 

 

Table 3:  The execution analysis of each rule 

                  

                                

                  

                              

 

 

4 Test and Analysis  
In order to illustrate how this P system with active 

membranes works for solving commodity 

recommendation problems based on DBSCAN 

clusters algorithm, we propose a real-world case to 

verify the feasibility and effectiveness of 

recommending commodities to customers. Table 4 

points out 15 records in a month of different 

commodities in the region of Digital Products on 

AMAZON.CN, a famous e-commerce website. As 

we got the value of |  |  |  |  and |  |  |  | 

between commodities from historical data on 

AMAZON.CN,  (     ) and     are calculated by 

Eq. (1) and Eq. (2). To facilitate the computation, 

there are three characteristics in the table in proper 

order: |  |  |  | , |  |  |  |  and    . For the 

convenience of calculation in P system, as we round 

the distances to integer, then the distance matrix of  

these 15 commodities can be obtained as       . 

And in this real-world case, we suppose that      
Min=3. The initial structure of this P  system  is  

shown  in Fig.3. 

1 1 2 15, , , ,a b b b
1

0

…

2

14 15

2 1 2 15, , , ,a b b b

14 1 2 15, , , ,a b b b
15 1 2 15, , , ,a b b b

+ +

+ +

 
Fig.3  The initial structure of this P system 
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Table 4:  Three characteristics of commodities 

|  |  |  | 

|  |  |  | 

    

1 2 3 4 5 … 13 14 15 

    

378 162 94 70 

… 

40 40 23 

756 649 566 488 711 800 452 

0 2 4.006 6.021 6.971 17.775 20 19.652 

   

378 

 

490 224 164 

… 

34 30 30 

756 979 896 818 543 543 543 

2 0 1.998 4 4.988 15.971 18.1 18.1 

   

162 490 

 

395 237 

… 

67 64 42 

649 979 789 711 934 1023 675 

4.006 1.998 0 1.997 3 13.94 15.984 16.071 

   

94 224 395 

 

628 

… 

71 67 42 

566 896 789 628 851 940 592 

6.021 4 1.997 0 1 11.986 14.03 14.095 

   

70 164 237 628 

 … 

70 66 40 

488 818 711 628 773 862 514 

6.971 4.988 3 1 0 11.043 13.061 12.85 

… … … … … … … … … … 

    

40 34 67 71 70 

…  

543 369 

711 543 934 851 773 1085 737 

17.775 15.971 13.94 11.986 11.043 0 1.998 1.997 

    

40 30 64 67 66 

… 

543 

 

413 

800 543 1023 940 862 1085 826 

20 18.1 15.984 14.03 13.061 1.998 0 2 

    

23 30 42 42 40 

… 

369 413 

 452 543 675 592 514 737 826 

19.652 18.1 16.071 14.095 12.85 1.997 2 0 

 

       

(

 
 
 
 
 
 
 
 
 
 
 
 

                      
                     
                     
                     
                    
                     
                  
                    
                
                    
                      
                       
                      
                       
                       )
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Operating in P system with membranes, we can 

obtain the computational process which is shown in 

appendix (Table 5-Table 8). Particularly, some 

repeated steps in the process are omitted. In the 

process, Table 5 shows the dissimilarities between 

15 commodities and then indicates to determine if 

each object is core object.  Table 6 and Table 7 

respectively reflect the first and the second 

circulation of membrane mergence between similar 

commodities. In the beginning,   and   ,    and   , 

  and   ,   and   ,    and    ,    and    ,    and 

    are separately grouped together and then are    

and    ,    and   ,    and    . The computation 

process continues until no membranes can be 

merged together. Finally, and the clustering of these 

15 commodities in this P system is finished. The 

membrane structure and objects of this P system are 

changed by the rules of active membranes which are 

shown in Fig.4 and Table 8. According to the final 

result, the objects     
 ,     

  and two membranes 

remaining in skin membrane indicate that two 

clusters are produced in the end, and there are 9 

objects in the first cluster and 6 objects in the 

second. The objects in each membrane reveal the 

members in each cluster. Then the commodities in 

two groups are respectively    ,   ,   ,   ,   ,   , 

  ,   ,    and    ,    ,    ,    ,    ,    . 

 

0

1 10

1 2 91 1 1, , ,a a ac c c
10 1110 10 10 5, , ,a a ac c c

9 6

1 10, 

 
Fig.4 The final structure of this P system 

 

With the assigned parameters of   and Min in the 

DBSCAN algorithm, a simulation experiment is 

conducted by using Matlab R2010a. After working 

with 15 product records, the clustering distribution 

is shown in Fig.5. Compared the result drawn from 

the P system with the clusters obtained by 

simulation experiment, the product clustering in this 

recommendation system is feasible and accurate.  

In this paper, the commodity recommendation 

mechanism works on the basis of the clustering 

results. Before recommendation system works, the 

commodities in database are clustered according to 

the density-based clustering method by P system. 

For the first group in commodity recommendation 

system, commodity 1 and 2 are both purchased by 

common customers and commodity 2 and 4 are both 

purchased by common customers, then the 

commodity 1 and 4 is grouped together owing to 

commodity 2 with the existence of     
,     

,     
, 

    
. The same operations also happen in other 

commodities and then all commodities are divided 

into different groups. When buyers select one 

commodity to purchase in e-commerce websites, the 

commodity recommendation mechanism will 

recommend other commodities in certain cluster that 

the purchased commodity belongs to.  

Currently, content-based recommendation (CBR) 

and collaborative filtering recommendation (CFR) 

are two traditional and mature recommendation 

methods in e-commerce websites. And data mining 

techniques, particularly clustering methods, are 

frequently used as specific techniques. However, 

with the increase of online customers and online 

products, the traditional recommendation technique 

encounters the bottleneck states in speed. As a 

distributed and parallel model, P system can be used 

in a parallel computation to solve this problem 

successfully. By means of P system with active 

membranes in this recommendation system, the 

computation complexity of DBSCAN clustering 

algorithm in commodity recommendation is reduced 

to         , which is more efficient than original 

method with the growth of   . 

 

-2 0 2 4 6 8 10 12 14 16 18
-2

-1

0

1

2

3

4

5

6

7

8

9

 

 

Fig.5  The result of clustering problems 

 

 

5 Conclusion 
The main feature of membrane computing is great 

parallelism. The parallel execution of the rules and 

the characteristics of changing membrane structure 

in P system with active membranes are considered 

to be more suitable to solve clustering problems. 

Due to the problems traditional recommendation 

technique encountered in speed, this paper proposes 
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a P system with active membranes to solve 

commodity recommendation problem based on 

DBSCAN clustering algorithm. The commodity 

recommendation method in this paper works on the 

basis of the clustering results. When buyers have 

purchased one commodity in e-commerce websites, 

it will recommend other commodities in certain 

cluster that the purchased commodity belongs to. 

Therefore the efficiency of clustering process is the 

key point for recommendation techniques. In this 

paper, The computation complexity of DBSCAN 

clustering algorithm is kept to         , which 

can solve the commodity recommendation problems 

at a higher rate of speed. 

Recently, membrane computing develops rapidly, 

but most work lies in the theoretical stage. In this 

paper, we combine membrane computing techniques 

with clustering algorithms to realize practical 

problems. Due to the feasibility and effectiveness of 

this system, it has a great significance on improving 

the efficiency to recommend more suitable commo- 

-dities to customers in the e-commerce websites. 

However, there is some weakness in this work 

without larger database of records to be clustered by 

this system. In our future study, it is prospective to 

apply membrane computing techniques to realize 

more clustering algorithms and solve more practical 

issues with large database. 
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Appendix : 

 

Table 5:  the computational process in P system 

 

 Step0(initial state) Step1 Step2 

Mem0       

Mem1                            
      

         
        

                    
          

Mem2                            
      

         
        

                          
          

Mem3                            
      

         
         

                                
         

… … … … 

Mem14                              
        

           
        

                                   
         

Mem15                              
        

           
        

                                   
         

 

 Step3 Step4 

Mem0     

Mem1              
                

     
     

   
          

Mem2                    
                

     
     

     
     

   
          

Mem3                          
               

     
     

     
     

     
     

   
         

… … … 

Mem14                              
                 

       
       

       
       

       
    

         

Mem15                              
                 

       
       

       
       

       
    

         

 

 Step5 Step6 

Mem0     

Mem1       
     

     
   

            
     

     
   

      

Mem2       
     

     
     

     
   

            
     

     
     

     
   

      

Mem3       
     

     
     

     
     

     
   

            
     

     
     

     
     

     
   

       

… … … 

Mem14         
       

       
       

       
       

    
              

       
       

       
       

       
    

       

Mem15         
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Table 6:  steps of the first circulation in P system 

 Step7 … Step13 

Mem0   …   

Mem1 
      

     
     

   
   

    
     

     
     

     
   

      
… 

      
     

     
   

   

    
     

     

Mem3 
      

     
     

     
     

     
     

   
    

    
     

     
     

     
     

   
      

… 
      

     
     

     
     

     
   

   

    
     

Mem5 
      

     
     

     
     

     
   

    

    
     

     
     

     
     

     
   

      
… 

      
     

     
     

     
   

   

    
     

     

Mem7 
      

     
     

     
     

     
   

    

    
     

     
     

     
   

      
… 

      
     

     
     

     
   

   

     

Mem9       
     

     
     

   
  …       

     
     

     
   

  

Mem10 
        

       
       

       
       

       
    

    

      
       

       
       

       
       

    
      

… 
        

       
       

       
       

       
    

   

     

Mem12 
        

       
       

       
       

       
    

    

      
       

       
       

       
       

    
      

… 
        

       
       

       
       

    
   

     

Mem14 
        

       
       

       
       

       
    

    

      
       

       
       

       
       

    
      

… 
        

       
       

       
    

   

     

 

Table 7:  steps of the second circulation in P system 

 Step14  Step15 … Step20 … 

Mem0   Mem0   …   … 

Mem1 
      

     
     

   
    

    
     

     
Mem1 

      
     

     
   

       
  

    
     

     
     

     
  

    
     

   
      

     

… 

      
     

     
  

  
      

     
  

    
     

     
     

… 

Mem3 
      

     
     

     
  

    
     

   
      

     

Mem5 
      

     
     

     
  

    
   

       
     

     

Mem5 

      
     

     
     

     
  

  
       

     
     

     
  

    
     

     
   

      

… 

      
     

     
  

    
   

    

    
     

     

… 

Mem7 
      

     
     

  

    
     

   
      

Mem9       
     

     
     

   
  Mem9       

     
     

     
   

  … 
      

     
     

  

    
   

  
… 

Mem10 
        

       
       

      

      
       

       
    

   

Mem10 

        
       

       
  

      
       

       
    

    

      
       

       
       

  

      
    

       

… 

        
       

  

      
       

       
  

      
    

      

… 

Mem12 
        

       
       

  

      
       

    
       

Mem14 
        

       
  

      
       

    
       

Mem14 
        

       
       

  

      
    

       
… 

        
       

       
 

       
    

       
… 
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Table 8:  the final result in P system 

 Step34 Step35 Step43 

Mem0       
     

       

Mem1 
      

     
     

     
     

  

    
     

     
     

   
      

    
     

     
     

     
  

    
     

     
     

   
       

    
     

     
     

     
  

    
     

     
     

      

Mem10 
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