
In few-shot learning, the model is able to predict a new class
based on a few new examples [11]. Traditionally, to add new
classes to a dataset, we must update the model with sufficient
data, in order to enhance performance. Recently, there has
been an increased focus on the few-shot approach for text
classification as it is competitive with fine-tuning models that
need a large dataset [14]. Few-shot learning facilitates quick
and effective generalization of new examples of the same class
by learning similarities and differences between the input
examples. Applying few-shot learning for multi-class text
classification of standard Arabic may show promising results,
as Arabic is not considered a high-level resource language.
Multilingual models facilitate the concept of cross-lingual
transfer learning, which permits the transfer of knowledge
from higher-level resource languages to lower-level resource
languages.

Transfer learning can be utilized in metric learning using a
multilingual model. This will allow us to use cross-lingual
transfer learning to classify texts. Metric learning can tackle
the issue of few-shot classification by enabling a model, us-
ing a Siamese architecture (see Fig.1), to learn by comparing
inputs [7]. A SNN only requires a few examples to predict

with accuracy by comparing similarities between input feature
vectors. SNNs are very popular in signature verification and
face recognition or in the case of a low-resource dataset. This
concept enables models to infer the meaning of a text in dif-
ferent languages, as cross-lingual learning can map distinct
embeddings with a similar meaning to very close representa-
tions.

Sentence Transformer (ST), which is based on SNN, is a
common approach to detecting semantic similarity. It pro-
duces a unique vector during contrastive learning by adapting
a transformer model in a Siamese architecture to minimize the
distance between similar sentences and maximize the distance
between dissimilar sentences [12]. One popular transformer-
based model that has represented a revolution in NLP is BERT.
BERT has shown state-of-the-art results in different NLP tasks
[4]. However, studies focusing on applying BERT to Arabic
TC are still limited [1].

In our approach, fine-tuning was applied to the SN-XLM-
RoBERTa to evaluate contrastive learning on classifying Ara-
bic summaries of scholarly papers into ministries. This can
be done by using the Siamese network-based model, SN-
XLM-RoBERTa, to apply few-shot learning. In this study,
we performed Arabic text classification with the following
HuggingFace transformer model (see Table 1). We are there-

 
Abstract: Focus on the few-shot approach has increased recently for TC as it is competitive with fine-tuning models that 
need a large dataset [14]. In NLP, the process of using PTMs to classify new data is preferable to the expensive process of 
training a model from scratch. This can be considered a kind of TL, i.e., it focuses on reusing knowledge of PTMs to solve 
different problems, as long as the pre-training data is appropriately comparable. Transferring knowledge allows the model 
to circumvent the lack of data and enable FSL as a low-cost solution. To clarify, the term shot refers to a single example 
that is used for training, and the number of examples available for training is equal to N in N-shot learning. The focus of 
this study is on few-shot classification, which involves distinguishing between N classes using K examples of each. In this 
approach, N-way-K shot classification implies that each task involves N classes with K examples. In FSL, the model is 
able to predict a new class based on a few new examples [11] by transferring knowledge and contrasting examples. Such 
contrastive learning [5] has shown its effectiveness in different studies of various NLP tasks [20]. However, as far as we 
know, no previous studies have applied contrastive learning to standard Arabic for multi-class classification. This study 
aims to apply few-shot learning using a Siamese Network-based model(SN-XLM-RoBERTa [6]) to classify MSA texts in 
predefined classes labelled with the most common ministries’ names. For this study, we extracted a new dataset from an 
AI-powered research tool. The model was fine-tuned by K examples per class. We experimented with various K values, 
including 10, 20, 50, 100, and 200. The results show that the accuracy in distinguishing between 6 classes using 200 
examples of each is 91.076%. Moreover, the results indicated that employing few-shot learning, as in SN-XLM-RoBERTa, 
in classifying MSA texts can be a promising solution in case of an insufficient dataset or uncertain labelling. Few-Shot 
Learning (FSL) may contribute to the research domain by automating the classification process. 
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Figure 1. The Architecture of a Siamese Sentence Transformer [17].

Table 1. HuggingFace transformer models used in this study.
Model as referred to in this study Model name on Hugging Face

SN-XLM-RoBERTa "symanto/sn-xlm-roberta-base-snli-mnli-anli-xnli"

fore confronted with proving the suitability of exploiting FSL
in classifying Arabic summaries of scholarly papers.

For this study, we extracted a new dataset from an AI - powered
research tool. The new dataset has a total number of 5996
MSA summaries of scholarly papers and is categorized into
six different groups of approximately the same size, which
are: Islamic Affairs, Commerce and Industry, Health, Justice,
Electricity and Water, and Education. Each label represents a
ministry name, as each text’s content relates to one ministry’s
affairs. This study aims to provide scientific assistance to
the ministries in Kuwait to develop a work plan derived from
different Arabic scholarly papers. In this study, we focus on
classifying different scholarly papers, in order to forward them
to the target label.

The structure of the work is as follows: Section 2 describes
literature reviews, which include different research areas re-
lated to this study. Section 3 introduces the dataset-gathering
process and a description of the distribution of Arabic texts per
class, along with the methods used to fine-tune the selected
models. Section 4 shows the obtained results. Further, it pro-
vides an analysis and discussion of the results. Finally, Section
5 describes conclusions drawn from the findings, as well as
the scope for future work.

NLP researchers are focused on improving the ability of ma-
chines to understand and solve problems, as well as to learn to
do complex tasks. Transformers represent a revolution in NLP
by succeeding in replacing the existing idea of using recur-
rency in sequence-to-sequence models [16]. The transformer

family utilizes either the encoder, decoder, or both to under-
stand language or generate text. Encoder-based models aim
to encode input sequences into contextualized representations
that can be utilized for various tasks. These tasks may require
a comprehensive understanding of the entire sentence, such as
text classification, named entity recognition, sentiment analy-
sis and extractive question answering (AKA machine reading
comprehension). Some examples of models that utilize this
architecture include BERT, DistilBert [13], and RoBERTa [8].
In this respect, the advent of BERT, a model that represented
a revolution in NLP, has shown outstanding performance in
various NLP tasks [4].

Reimers and his colleagues presented Sentence-BERT [12],
which uses contrastive learning to derive meaningful sentence
embeddings that can be compared using cosine similarity (see
Fig.2).

A new approach, called SETFIT, was introduced by Intel Labs,
UKP lab, and Hugging Face [14]. SETFIT stands for Sentence
Transformer Fine-tuning. It is a prompt-free framework for
fine-tuning sentence transformers for few-shot learning. It
permits the use of a pre-trained sentence transformer model
to support NLP tasks. Using a Sentence Transformer (ST),
which is based on SNN is a powerful way to facilitate quick
and effective generalization of new examples.

SN-XLM-RoBERTa is a model that uses the Siamese net-
work and is based on the XLM-RoBERTa Base developed
by HuggingFace [6]. Its function is to convert sentences and
paragraphs into a 768-length vector. This mapping makes it a

2. Background 
2.1 Sn-xlm-Roberta-base-SNLI-MNLI-ANLI-XNLI 

WSEAS TRANSACTIONS on COMMUNICATIONS 
DOI: 10.37394/23204.2024.23.12 Alzamel Khaled, Alajmi Manayer

E-ISSN: 2224-2864 90 Volume 23, 2024



Figure 2. Sentence-BERT is a very common architecture used for Seman-
tic similarity search tasks based on a Siamese architecture [12]

.

sentence transformer model that can be used in the SETFIT en-
vironment. SN-XLM-RoBERTa supports the Arabic language
as it is based on XLM-RoBERTa, which is a cross-lingual
language model. It was trained on SNLI, MNLI, ANLI, and
XNLI.

The acronym SNLI stands for the Stanford-Natural-Language-
Inference corpus. It includes 570,000 pairs of English sen-
tences written by humans. Each pair is manually classified as
either entailment, contradiction, or neutral [2]. MNLI is the
Multi-Genre Natural Language Inference corpus, containing
433K sentence pairs with textual entailment information. It
offers different genres of written and spoken English, making
it more challenging and extensive than the SNLI corpus it’s
derived from. These genres include fiction, letters, and tele-
phone speech. This variation of sources in the corpus makes it
suitable to evaluate models on the full breadth of the highly
complex English language [19]. ANLI refers to the Adversar-
ial Natural Language Inference, a corpus of texts collected via
an iterative procedure where humans and the model check pre-
dictions of sentence relationships (as entailment, contradiction,
or neutral) against each other. ANLI has over 103K examples
[10]. The XNLI corpus is an extension of the English-only
MNLI and ANLI corpora, including the translation of sentence
pairs into 14 additional languages, resulting in 112.5 annotated
pairs in 15 languages [3]. The purpose behind its creation was
to solve the problem of evaluating a model that was trained
on a high-level resource language to predict accurate labels of
entailment, contradiction, or neutral in other languages at test
time.

In this section, we will discuss the fine-tuned transformer-
based encoder model on our dataset. Fine-tuning was applied

to a sentence transformer called SN-XLM-RoBERTa. In this
study, we performed Arabic text classification with the follow-
ing HuggingFace transformer models (see Table 1).

In this study, we want to implement a classification task that
can be used to classify MSA summaries from scholarly pa-
pers into predefined categories. We will use six categories
labeled with the most common ministries’ names: Islamic
Affairs, Commerce and Industry, Health, Justice, Electricity
and Water, and Education. The purpose is to provide min-
istries with relevant research papers. The first step in data
discovery is understanding the problem and finding a relevant
dataset. In this study, we scraped textual data from Semantic
Scholar, a research tool that utilizes AI to analyze scientific
literature. Every summary was labeled manually, considering
the responsibilities and visions of each respective ministry.
Table 2 shows the number of scraped Arabic summaries per
label.

In our approach, we involved SETFIT to take advantage of
employing sentence transformers for Arabic text classification.
The following subsection explains the training process of the
SETFIT method.

SETFIT is based on sentence transformers [12]. It was made
available by a group of researchers led by Intel Lab, UKP
Lab, and Hugging Face [14]. A ST outputs a dense vector that
represents textual data. However, Reimers and his colleagues
proposed sentence transformers that apply contrastive learning
to create sentence embeddings with semantic meaning [12].
Each unique sentence embedding is a contextualized represen-
tation of an input sequence of data. In essence, they work by
minimizing the distance between pairs of semantically similar
sentences and maximizing the distance between dissimilar
ones. SETFIT is a new few-shot text classification approach.

The training process of the SETFIT library includes two stages.
First, a pre-trained ST is fine-tuned on a small number of text
pairs using a contrastive Siamese architecture. The trained
model then generates text embeddings, and these embeddings
are used to train a classification head (see Fig.3). A noticeable
advance in accuracy was achieved using SETFIT. By using
only eight labeled examples of the customer review dataset,
the accuracy is competitive with a three-times-larger model,
which was fine-tuned on 3000 examples [14].

Table 2. The number of scraped summaries per label.
English Label of summaries
Islamic Affairs 999

Commerce and Industry 1000
Health 1003
Justice 1003

Electricity and Water 989
Education 1002

3. Methodolgy 

3.1 Dataset 

3.2 Fine-tuning Methodology 

3.3 Setfit Approach 
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Figure 3. SETFIT’s process of two-stage training [14].

Table 3. Accuracy results for few-shot learning using SN-XLM-RoBERTa.
Classification Task Metric # of examples per class Sn-XLM-R

Multi-class Arabic texts Acc. 10 85.905%
20 85.488%
50 87.573%

100 89.992%
200 91.076%

The SETFIT method’s objective is to create data in order to
augment labeled data in few-shot settings. This can be done by
generating 2×N training pairs in each sentence-pair iteration,
where N is the total number of training samples per task. The
pseudo code of sentence pairs generation is depicted in Figure
4. In other words, we want to model a small set of K lablled
examples D =

{
(xi,y j)

}
, in which xi and y j are sentences and

their class labels, respectively. For each class label c ∈C, the
authors generate a set of R positive triplets; T c

p =
{
(xi,x j,1)

}
(pairs of sentences randomly chosen from the same class c
). A set of R negative triplets T c

n =
{
(xi,x j,0)

}
(pairs of sen-

tences randomly chosen from different classes) are generated
as well. The final objective is to produce T by concatenat-
ing the positive and negative triplets across all class labels;
T =

{(
T 0

p ,T
0

n
)
,
(
T 1

p ,T
1

n
)
, . . . ,

(
T |C|

p ,T |C|
n

)}
, where |C| repre-

sents the number of class labels, and |T| = 2R|C| represents
the number of pairs, where R is a hyperparameter. To cre-
ate the augmented data, R is used to indicate the number of
times the sampling process should be conducted [14]. After
finetuning the sentence transformer in a contrastive way, each
training example in the original labeled training data is en-
coded into a vector, AKA sentence embedding. The dataset
for training the classification head includes sentence embed-
dings and their corresponding class labels. The default model
used by the authors as a classification head is a logistic re-
gression model. SETFIT is a publicly available open-source
environment that has shown promising results in classification
for German, Japanese, Mandarin, French, and Spanish, both
in-language and across different languages.[15].

This study explores the use of N-way, K-shot classification in
few-shot learning. N refers to the number of classes while K
represents the number of examples per class. In our approach,
the dataset used is categorized with six labels, and the model

was fine-tuned by K examples per class. We experimented
with various K values, including 10, 20, 50, 100, and 200. The
results of the few-shot learning experiment using SN-XLM-
RoBERTa are summarized in Table 3.

The results show that using SN-XLM-RoBERTa led to promis-
ing results in classifying Arabic texts, as shown in Table 3.
This can be effective when dealing with datasets that lack
sufficient data or when there is uncertainty in labeling. Us-
ing a Sentence Transformer (ST), which is based on SNN,
as done in SN-XLM-RoBERTa is a powerful way to learn
general features of unlabeled datasets. It performs very well at
data-scarce tasks in a specific domain. It can be said that few-
shot learning has significant results in classifying MSA texts.
Undoubtedly, few-shot learning faces some limitations that
can be improved. In this study, SN-XLM-RoBERTa, sentence
embeddings are created by using the mean-pooling method.
Thus, we can’t be sure whether applying other techniques,
such as CLS-pooling, would enhance the accuracy of our task
or not. Moreover, we suggest using monolingual and bilingual
(ST) models to study the impact of them on Arabic as a non-
high-level-resource language and compare the results to ours.
It might be interesting to fine-tune the ST model using output
Arabic texts from ChatGPT [9].

This study aims to fine-tune a (ST) model to classify Arabic
research papers into pre-defined classes and investigate the
accuracy of SN-XLM-RoBERTa to automate and facilitate
a TC task for Arabic, using a new dataset. It is categorized
into six different ministry names, as each summary’s content
relates to one ministry’s affairs. Specifically, we worked on
fine-tuning the pre-trained model SN-XLM-RoBERTa on Ara-
bic text classification. The results indicated that employing
few-shot learning, as in SN-XLM-RoBERTa, in classifying
MSA texts can be a promising solution in case of an insuffi-
cient dataset or uncertain labelling. Few-Shot Learning (FSL)

4. Results and Discussion 
4.1 Results 

5. Conclusion 
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Figure 4. The pseudo-code of Sentence-pairs generation [18].

may contribute to the research domain by automating the clas-
sification process.
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