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Abstract: - The delay tolerant networks (DTN), which form the mobile and wireless ad hoc networks, are 

characterized by intermittent connectivity, asymmetric flow, high error rate and long or variable delivery time, 

especially when the destination is not in the same area as the source. The purpose of this paper is to compare 

two categories (flooding strategy and forwarding strategy) based on two-pronged strategy, mainly the 

replication strategy that refers to the following protocols: Epidemic, Spray and Wait. The expedition strategy 

associated with the following protocols: Prophet and MaxProp. In addition, our contribution is based on a 

combination of routing protocols DTNs and the model of bundle layer end-to-end retransmission (BLER) to 

improve routing in DTN networks and operating nodes that allow the distribution of information between the 

shared network. This study is performed on our simulator programmed in java based on Opportunistic Network 

Environment simulator (ONE) in order to evaluate the performance of routing protocols DTN. The results of 

the evaluation show that the performance of different protocols can benefit from optimizing the performance of 

DTN in terms of the delivery probability, average latency and overhead rates.  
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1 Introduction 
Mobile and wireless networks fall into two 

categories: those with infrastructure (cellular 

models) and those without infrastructure or ad hoc 

networks. A mobile ad hoc network, commonly 

known MANET can be defined as a collection of 

mobile entities interconnected by wireless 

technology, forming a temporary network without 

the aid of any administration, neither for its 

configuration nor for its management [1].  

The recent evolution of wireless communication has 

enabled some wireless calculating organs to take 

part in a network through a wireless communication 

interface. Mobile environments provide a great 

flexibility of use mobility criterion without any 

restriction of the communicating organs location. 

This mobility creates other problems such as: 

frequent disconnection, low flow of communication, 

modest resources and limited energy source. 

Contacts between the nodes in the ad hoc network 

occur very frequently. Consequently, the network 

topology is rarely, if never, connected and the 

message delivery must be tolerant to delay [1, 2].  
Traditional MANET routing protocols such as DSR, 

AODV and OLSR, that require a network topology, 

are completely connected to route the messages, if 

there is not a complete route from source to 

destination when sending, routing will fail. For this 

reason, the conventional ad hoc routing protocols 

cannot be used in environments with intermittent 

connectivity [2, 3, 4].  

To overcome this problem, researchers have 

designed an extension of ad hoc networks: the delay 

tolerant network (DTN) where node mobility is 

exploited to physically carry messages between 

disconnected parts of the network, communication 

model "Store and Foward" (Fig.1). In other words, 

when a node receives a message, it determines how 

to route it further, and whether it has connectivity to 

the next destination or not. In that case, the message 

is transferred forward. However, in case of 

connectivity loss or failure, the messages are not 

neglected, but stored until the connection is 

available. And so, once it is available, the transfer is 

resumed. This makes the conception of routing 

protocols DTN much more difficult [4, 5]. 

 

 
 Fig.1: The Principle of Store-and-Forward. 
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In this study, we have analyzed the performance of 

four different DTN routing protocols (Epidemic, 

Spray and Wait, Prophet, MaxProp) depending on 

the combination of these four routing protocols and 

the model of BLER. These protocols have been 

analyzed using different performance metrics, 

namely: the delivery probability (delivery rate), the 

overhead rate, the average latency, etc. This work is 

conducted in three different areas. 

The rest of this article is organized as follows. In the 

section 2 we review the DTN routing protocols. 

Afterwards, we present the BLER’s model and one 

of transfer and Custody Transfer so as to achieve the 

desired contact. In the fourth section, we introduce 

and develop our contribution to improve the DTN 

routing. In the last two sections, we describe the 

environment of simulation and we summarize with 

the obtained results to evaluate the performance of 

the DTN protocols considered in this work. 

 

2 DTN Routing Protocols 
Routing protocols in DTN network are classified 

according to the type of information collected by the 

nodes and how to make the routing decision. We 

can divide the routing strategies proposed for DTNs 

into two main categories depending on the 

properties used to find the path upon which 

transmitting the data. The first property is 

replication (Flooding strategy), which means that 

the strategy creates multiple copies of a message to 

deliver it to a destination. The second property 

(Forwarding strategy) uses different mechanisms to 

select effectively the relay nodes and reinforce the 

probability of distribution in the case of limited 

resources and storage. They collect information 

about other nodes in the network to select the relay 

nodes [6, 7, 8].  

 
 

Fig.2 : DTN Routing Strategies. 

 

Routing strategies in DTNs must balance between 

different factors: the data delivery rate, the impact 

on network resources and the time delivery. 

In the following, a brief overview of the DTN 

routing protocols, namely Epidemic, Spray and 

Wait, Prophet and Maxprop, will be provided. 

 

2.1 Epidemic protocol 
Epidemic routing protocol [9] is historically the first 

DTN routing protocol. It is based on the replication 

strategy in nature. In Epidemic, each node 

continuously replicates and transmits messages to 

newly discovered nodes that do not already possess 

a copy of the message, in order to ensure that the 

message reaches its destination. Epidemic routing 

protocol allows the transmission of the messages 

and guarantees its delivery regardless of latency, 

storage space, etc. However, it has the disadvantage 

of consuming a lot of network resources. 

Furthermore, the message continues its propagation 

through the network even after being delivered. This 

is the main reason behind network congestion.  

 

2.2 Spray and Wait protocol 
The routing protocol Spray and Wait [10] limits the 

replication strategy of blind Epidemic routing 

messages by combining an number L of messages 

indicating the maximum allowable copies of the 

message. In the spray phase, for each message 

generated at the source, L copies are distributed to L 

distinct relays as it shown in Fig.3, part a). If the 

destination is not reached during the first phase, 

each of the L relays spreads in turn the message to 

their neighbors until the attainment of the 

destination, which is the task of the wait phase 

(Fig.3, part b). The parameter L is selected 

depending on the density of the network and the 

desired average time. 

 
Fig.3: Spray and Wait Routing. 

 

2.3 Prophet protocol 
Epidemic and Spray and Wait protocols, justly 

described in the previous paragraph, are considered 

to be the optimal solution if and only if the 

bandwidth of the various contacts established 

between the various nodes DTN is endless and that 

the size of the storage units of which is also endless 

[11]. However, many constraints on resources such 

as bandwidth, capacity storage units and energy of 

different nodes can be faced. The routing protocol 

PROPHET (Probabilistic Routing Protocol using 

History of Encounters and Transitivity) [11] is just 
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one of the routing algorithms that have been 

proposed to use these resources properly. 

PROPHET introduces a metric 𝑃(. , . ) ∈ [0 , 1] 
called PROPHET Delivery Predictability. This 

metric is computed by each node A of the DTN 

network and that for every known destination B and 

it would be used so as to decide what are the 

messages to be exchanged whenever two nodes 

meet. In this case, the two nodes update their 

delivery probability and then, the two nodes 

exchange their list of delivery predictability using 

the following equations (1)-(3) : 

(i) When the node A meets the node B, then the 

delivery probability is updated: 

 
𝑃(𝐴, 𝐵) = 𝑃(𝐴,𝐵)𝑜𝑙𝑑 + (1 − 𝑃(𝐴,𝐵)𝑜𝑙𝑑) ∙ 𝑃𝑖𝑛𝑖𝑡 
 

𝑃𝑖𝑛𝑖𝑡 ∈ [0,1], is the initialization vector. 

(ii) If the two nodes A and B do not meet each other 

for a period while, the node A updates the 

probability distribution to the node B using the 

following equation: 

 

𝑃(𝐴, 𝐵) = 𝑃(𝐴, 𝐵)𝑜𝑙𝑑 ∙ 𝛾
𝑘 

 

𝛾 ∈ [0,1] is the constant aging, and 𝑘 is the number 

of time units that have elapsed since the last time the 

metric was aged. 

(iii) If A meets B and B meets C, then C has a good 

probability of transfer to A. To calculate it, 

 
𝑃(𝐴, 𝐶) = 𝑃(𝐴, 𝐶)𝑜𝑙𝑑 + (1 − 𝑃(𝐴, 𝐶)𝑜𝑙𝑑) ∙ 𝑃(𝐴, 𝐵)

∙ 𝑃(𝐴, 𝐶) ∙ 𝛽 

 

𝛽 ∈ [0,1] is the constant transitivity that reflects the 

impact of the transitivity on the delivery probability. 

For more details about this equations see [11]. 

 

2.4 MaxProp protocol 
MaxProp is a routing protocol based on forwarding 

strategies. It introduces a metric called the 

estimation of the delivery probability 𝑓𝑗
𝑖 which 

reflects the probability that the node 𝑖 would be 

connected to the node 𝑗, defined as follows [12]: 

 

𝑓𝑗
𝑖 =

1

|𝑆| − 1
  , 𝑓𝑜𝑟 𝑖 ≠ 𝑗 

 

Bearing in mind that S is the total number of nodes 

in the network. 

The idea is that each node maintains a vector called 

the delivery probability, which is obtained by using 

the average incremental. When two nodes meet, 

they exchange these vectors, and so that each node 

can calculate the shortest path to the destination. 

Each node has a renormalized vector 𝐹𝑖 =

(𝑓1
0…𝑓𝑗−1

𝑖 ). The sum of elements is equal to 1. 

When a node 𝑗 meets the node 𝑖 the value of 𝑓𝑗
𝑖 is 

incremented by 1, and then all the elements of the 

vector are divided by 2, using the following 

relationships [13, 14]: 

 

𝑓𝑗
𝑖 =

{
 

 ((𝑓𝑗
𝑖)
𝑜𝑙𝑑

+ 1)

2
⁄   , 𝑖𝑓 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 𝑚𝑒𝑡 = 𝑗 

(𝑓𝑗
𝑖)
𝑜𝑙𝑑

2
⁄   , 𝑖𝑓 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 𝑚𝑒𝑡 ≠ 𝑗 

 

 
where 

 

∑𝑓𝑗
𝑖

𝑎𝑙𝑙 𝑗

= 1 , 𝑓𝑜𝑟 𝑖 ≠ 𝑗 

Vector values 𝑓𝑗
𝑖 are used to calculate the cost of a 

path (through intermediate nodes 𝑖, 𝑖 + 1,…) 

towards the node d, the desired destination. Each 

node transmits messages via the lowest cost way. 

We use the following relationship [12]: 

𝑐(𝑖, 𝑖 + 1,… , 𝑑) = ∑[1 − (𝑓𝑥+1
𝑥 )]

𝑑−1

𝑥=𝑖

 

MaxProp uses a buffer memory ordered, which is 

divided into two parts based on an adaptive 

threshold. MaxProp assigns a higher priority to new 

messages and transmits the first one with a small 

number of hops, and drops a message with the 

highest cost path when the buffer is full. MaxProp 

has poor performance when nodes have small buffer 

sizes because of the adaptive threshold calculation. 

MaxProp performance is better with a large buffer 

size. 

After presenting the DTN routing protocols, our 

objective to ameliorate the performance of the 

different protocols, using the Bundles transmission 

models namely : BLER and Custody transfer 

models. 

 

3 Transfer Model  

 
The main idea is to build a topology of routing in a 

DTN partitioned network. The dominant character 

of such network is the number of nodes that 

circulate throughout the path of diffusion to reach 

the nodes situated in two different regions. 

Therefore, we will present two models for the data 

transfer: BLER and Custody Transfer models. 

(1) 

(3) 

(2) 

(4) 

(5) 

(7) 

(6) 
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3.1 Custody Transfer 
The bundle layer includes an option called custody 

transfer that provides a reliable hop-by-hop to the 

final destination. Depending upon the mechanism of 

custody transfer, the packets are transmitted in a 

"Store-and-forward" technique, while the 

responsibility of a reliable transfer is delegated to 

the next node in the route to the final destination.  

The node that receives custody of a bundle is called 

custodian. This latter must forward the bundle to a 

neighboring node requesting custody transfer. The 

neighboring node will reply either with a custody 

acceptance or custody refusal signal, according to its 

admission control policy. The ability to forward the 

bundle to its final destination before time-to-live 

(TTL) expiration and the resource availability, are 

the basic criteria upon which each receiving node is 

evaluated. In cases where the custodian node does 

not receive a reply within a specific time interval, a 

timer triggers the bundle's retransmission through a 

new route. The custodian shall store the bundle until 

the reception of custody acceptance signal or until 

the expiration of bundle’s lifetime.  

Therefore, there is only one custodian node in a 

DTN which is responsible for the delivery of the 

specific bundle, and if this custodian node becomes 

unavailable to the network, there is a high 

probability that the bundle will never be delivered 

and that the data will be lost [15, 16, 17]. 

3.2 BLER Mechanism 
 The lack of end-to-end monitoring of data 

transmission makes the custody transfer mechanism 

insufficient to guarantee the reliability of 

transmission and retransmission of data at certain 

cases, especially in shared networks. Bearing in 

mind the scenario where the custodian node is not 

able to forward the bundle before the expiration of 

the TTL due to unexpected events (e.g., lack of 

mobility between areas) after accepting its custody 

but before forwarding the message to another node 

especially in shared networks.  Consequently, the 

existence of a mechanism that could handle 

effectively the transmission of bundles in networks 

that are partitioned into several areas seems to be 

indispensable. 

The principal idea of this model [17] consists on 

acting to the operations of shared networks to find a 

satisfactory solution to the transmission of bundles 

between different areas of the network and provide a 

guaranteed data transfer. Consequently, the aim is to 

ensure that the bundles reach their final destination 

in a minimum period of time, especially if the 

source and destination are not in the same area, 

provided that carriers have intended movements 

between different areas. In this model and in order 

to provide an end-to-end communication, the nodes 

which can act as carriers must have the following 

characteristics: 

 A high probability.  

 A sufficient transmitter power.  

 A high storage capacity. 

 The intended movements. 

Our acknowledgment mechanism that is applied to 

BLER model between the different regions is made 

according to the used by the model of Custody 

Transfer with the aid of carriers. 

 

4 Our Contribution to DTN Routing 

Protocols 

 
4.1 Problematic 
Delay tolerant networks are characterized by 

intermittent connectivity, asymmetric flow, high 

error rate and a long and variable delivery time. 

Therefore, the use of end-to-end routing protocol is 

prohibited. However, the end-to-end functionality 

should be included in the bundle layer to provide a 

reliable end-to-end service. In this context, the 

bundle layer is the dominant layer in DTN networks 

especially partitioned into multiple areas that are 

generally based on regular links between different 

parts of the considered network. In this case, 

communication between zones network depends 

only on the movement of certain nodes (carriers) 

between the zones. The choice of such nodes is very 

important in order to  maximize the chances that at 

least one message reaches its destination and 

minimize the resources used in the network, such as 

bandwidth, the capacity of storage devices and the 

energy of the different nodes in an environment 

characterized by frequent disconnections due to low 

density and node mobility on the one hand, and lack 

of energy on the other. (Fig.4). 

We have conducted a comparative study of routing 

protocols DTNs (Epidemic, Spray and Wait, 

Prophet and MaxProp) in combination with BLER 

model and using similar mechanisms (custody 

transfer and flooding) to operate certain nodes as 

carriers of messages in the shared network. 

The main issues solved through this contribution 

are: 

 Choice of nodes that can act as carriers of 

messages between the partitioned network.  

 Selection of nodes wich increase the 

probability that a message reaches its 

destination while minimizing the time from 
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end to end, and save the consumed 

resources. 

 Minimization of error rate. 

 

  

  
Fig.4 :  Transfer of some messages by mobile nodes 

moving between three areas each of which has few 

nodes. 

 

In the following section we are interesting to a 

theoretical approach (probabilistic) to model the 

contact between nodes or areas. After defining a set 

of all considered parameters and the constraints 

linked to contact, we give some assumption with are 

usefully used to describe our phenomenon.   

 

4.2 Modeling 
In this section we focus on modeling the distribution 

of nodes in a different regions shared network, 

depending upon on stochastic geometry tools such 

as those of probabilistic graph theory.  

For DTNs, which form the general framework of 

our study, we define the network and its 

components: regions and arcs that connect them. 

Then we mention some specific characteristics of 

the nodes, known as carriers, which ensure the 

connection between two regions.  

The problem of selecting carriers will be modeled 

by calculating the probability that a node in a given 

region will be present in another region. In this case, 

the connection between these regions will be 

established, and therefore, many problems due to 

the network performance arise, namely:  

 The likelihood of delivery.  

 The time of delivery.  

 The latency.  

 The storage space.  

 The overhead.  

The study of this problematic requires the 

introduction of some notations and assumptions.  

 

4.2.1 Notations 

For the rest of this work, we consider the following 

notations: 

 
TABLE 1.  NOTATIONS USED FOR MODELING 

 
Notations Definition 

𝑁 Total number of nodes of the shared 

network 

𝐾 number of regions forming the network 

𝑘 An area of the network 

𝑁𝑘 Number of nodes in each area, with: 

𝑁 = ∑ 𝑁𝑘
𝐾
𝑘=1  

𝑐 Specific characteristics of a node 

𝑛𝑖 = 𝑛𝑖(𝑐) The node 𝑖 in the network 

𝑛𝑘,𝑖 = 𝑛𝑘,𝑖(𝑐) The node 𝑖 of the region k 

𝑛𝑘,𝑖,𝑘′ = 𝑛𝑘,𝑖,𝑘′(𝑐) The carrier going from the region 𝑘 to 

the region 𝑘′ 
𝑃𝑘,𝑖,𝑘′ Probability of the contact between the 

two regions 𝑘 and 𝑘′ 

 

4.2.2 Hypothesis 

The study of the performance of DTN network, their 

comparisons and their optimizations, is banded by 

different characteristics, in particular, node mobility, 

bandwidth and energy resources. The answer to 

such questions forms always-tricky problems. This 

leads to an approximation of calculating using some 

assumptions on the considered network. Indeed, we 

focus on the link between nodes 𝑛𝑘,𝑖  , the nature of 

circulating flows on the arcs connecting different 

regions, the transmission range and the constitutive 

law governing the contact between regions. 

Therefore, we can summarize these assumptions as 

the following:  

(H1): The nodes have the same range of 

transmission.  

(H2): The regions of the network form an oriented 

graph.  

(H3): The movement of nodes is random between  
𝐾 regions.  

(H4): The contact between the two regions  
𝑘 and 𝑘′ follows an exponential distribution of the 

parameter 𝜆 = 𝜆𝑘,𝑘′ . 
After that, we consider the concept of contact 

between nodes carriers, for describing the link in 

our DTN network. 

 

4.2.3 Contact modeling 

A contact is the ability to transmit data through an 

arc; it is about a specific link, a time interval during 

which the capacity of the link is strictly positive. In 

this section, we focus on modeling a persistent 

contact between several regions in a shared network 

by means of special nodes  𝑛𝑘,𝑖,𝑘′ , that are generally 

identifiable by the specific characteristics cited 

below:  

 The power of transmission.  

 The node’s lifetime.  

 The storage space. 
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 The mobility model.  

These characteristics provide the nodes 𝑛𝑘,𝑖,𝑘′ the 

capacity to ensure an end to end communication 

between different areas of the network, they are 

useful in emergencies following a disaster or a 

military situation and can be used also where 

infrastructure is absent or inaccessible on the one 

hand, and for differentiating the nodes of the shared 

network on the other hand.  

The following figure shows a DTN network 

partitioned into regions, connected by means of 

nodes 𝑛𝑘,𝑖,𝑘′ , in the form of a graph: 

 
Fig.5 : Modeling graph of the shared network DTN 

 

Using probabilistic graph theory, we can interesting 

with the probability of the contact between the two 

regions 𝑘 and 𝑘′ via the node 𝑛𝑘,𝑖,𝑘′ denoted by 𝑃𝑘,𝑖,𝑘′. 

It depends on several characteristics related to the 

energy of a node, especially the life of the bundle, 

the power of transmission, the storage capacity, the 

mobility model and the routing protocol with which 

nodes are circulating in the shared network.  

To calculate the probability that represents the 

contact between the two regions 𝑘 and 𝑘′ in a 𝐾 

regions shared network, it is necessary to know how 

to organize links and nodes 𝑛𝑘,𝑖,𝑘′ between the 

different regions. Therefore, we relied on the 

assumptions noted above, particularly (H3) and 

(H4).  

Depending upon this modeling, we calculate 

𝑃𝑘,𝑖,𝑘′ the probability of the contact between the 

regions 𝑘 and 𝑘′ taking into account the considered 

characteristics. The obtained result will guide us in 

the selection of carriers 𝑛𝑘,𝑖,𝑘′ among the nodes 𝑛𝑘,𝑖 

of the shared network, which is usually 

characterized by a very long lifetime and high 

storage capacity all along the road linking source to 

destination, especially in shared networks.  

Our contribution aims at optimizing the 

consumption of energy in a DTN network and 

increasing the probability of data delivery in a 

suitable delivery time in a shared network. In our 

measurements, we focus on reducing the number of 

carriers 𝑛𝑘,𝑖,𝑘′ in a several zones partitioned network. 

With all this consideration, and in order to compare 

the DTN protocols we are implemented our 

contribution based in ONE simulator making a 

count the effect of the contact probability and some 

other parameters as a TTL.  

 

5 Simulation 

 
In this section, we will present the operating 

principle of the used simulation tools, the used 

process of simulation, the performance metrics and 

finally the configuration of our simulation. 

 

5.1 Stimulation used tool 
Observing that they do not rely on analytical 

models, the exact evaluation of certain aspects of 

these protocols is very difficult. This is the reason 

that leads us to make simulations to study its 

performance. Our simulation is performed 

depending upon the simulator ONE [18, 19]. It 

allows generating a classification of the different 

routing protocols studied using performance 

metrics. 

 

 
 

Fig.6 : Screenshot of our simulator 

 

5.2 Simulation procedure 
Evaluating the routing protocols DTN in the 

simulator described above, it is necessary to 

implement the routing algorithm and execute it in 

the DTN simulated environment. During the 

execution of the simulation, the different types of 

network performance metrics are collected and 

stored for analysis, further interpretation and 

therefore to have the outcomes. In this paragraph, 

we have taken into consideration the various inputs 

and outputs that are relevant to assess the DTN 

routing protocol as well as to provide a simple 

conceptual model, as we can see: 
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 Fig.7 : Assessment Model of a DTN routing 

protocol. 

 

5.3 Metrics performance 
Comparing networks routing protocols DTNs, 

several parameters must be tested. These parameters 

can describe the simulation results in terms of the 

performance metrics, variables or input data of 

simulation such as models of nodes mobility, nodes 

resources etc, in a surface of simulation where the 

network is set up. Among these metrics we can cite 

[20]: 

 

5.3.1 Delivery ratio (Delivery probability)  

It is the ratio of the total number of messages 

delivered to the destination and the total number of 

messages created at the source node.  

 

𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑅𝑎𝑡𝑖𝑜 =
𝐷

𝐶
 

Bearing in mind that: 

𝐷: Number of messages delivered to the destination. 

𝐶: Number of messages created at the source. 

 

 5.3.2 Overhead Ratio 
This metric will allow us to evaluate the 

effectiveness of the bandwidth and interpret the 

number of copies created by a delivered message (it 

simply reflects the cost of transmission in a 

network). In other words, the number of replication 

required performing a successful delivery. For this 

purpose, we always look for algorithms that would 

minimize the value of overhead ratio.  

 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 𝑅𝑎𝑡𝑖𝑜 =
(𝑅 − 𝐷)

𝐷
 

 

Taking into account: 

𝑅: Number of successful transmissions between 

nodes (This metric reflects the transmissions that 

took place).  

𝐷: Number of messages delivered to the destination. 

 

 

 5.3.3 Average latency 
The latency measured here is the time that elapses 

between the creation of a message and its delivery at 

its destination. 

 

5.3.4 Average buffer time 

This is the average time that messages spend during 

its transit in the buffer nodes. This is not a metric of 

time spent in the buffer by the messages delivered, 

but it is the average of the time spent by all 

messages delivered and abandoned or stranded in 

the buffers of intermediate nodes. 

 

 5.3.5 Hop count 
Number of hops is a metric in DTN assessments 

which denotes the number of nodes by means of 

which the message must pass between the source 

and the destination node, it helps understanding how 

messages, along a path, must pass from the source 

to the destination or how the network resources have 

been used, etc. Thus, the information of the average 

number of hops tells us about the use of network 

resources. 

 

5.4 Simulation parameters 
Table 2 summarizes the simulation configuration 

used to analyze the DTN routing protocols. Our 

scenario is stimulated into three regions (Fig.6).  

 
TABLE 2. PARAMETERS OF SIMULATION 

 

Parameter Value 

Total Simulation Time 5h 

World Size 4500 X 3400 m 

Routing Protocol Epidemic, Spray and Wait, 

Prophet, Maxprop 

Node Buffer Size 5M 

No of Nodes 125 

Interface transmit Speed 2 Mbps 

Interface Transmit Range 10 meters 

Message TTL 60 minutes 

Node Movement Speed Min=0.5 m/s Max=1.5 m/s 

Message Creation Rate One message per 25-35 sec 

Message Size 50 KB to 150 KB 

 

6 Results and Discussion  

  
In the simulated environment, we focused on 

comparing the performance in terms of the metric 

defined in section 5.3. Running simulations based 

on the parameters defined in table 2 obtain the 

results presented here. 

 

6.1 Delivery probability 
Table 3 shows the delivery probability including the 

maximum number of messages delivered in relation 

Simulated 

Environment 
(Area 1, Area 2, Area 3) 

Routing Protocols DTN and 

BLER  model  

Time Scale 

Connectivity 

Mobility 

Network Traffic 

Node Recources  

Results

s 

(8) 

(9) 

Delivery Ratio 

Overhead Ratio 
Hop Count 

Average Latency 

… 
 

 

 
 

 

 
 

 

 

 

 

Hoop Count 
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to the amount of messages generated during the 

simulation that has a value of 608 messages. 

 
TABLE 3. DELIVERY PROBABILITY 

 

 Created 

Msg 

Delivered 

Msg 

Not 

delivered 

Msg 

Delivery 

Probability 

MaxProp 608 595 13 97.86% 
Prophet 608 519 89 85.36% 
Spary and 

Wait 
608 495 113 81.41% 

Epidemic 608 408 200 67.11% 

 

The graph below shows a comparison of the 

delivery probability chosen in chart 3. 

 

 
 

Fig.8 : Delivery probability of the evaluated 

protocols. 

 

Accordingly, it is evident that the delivery 

probability of the routing protocol MaxProp in the 

considered scenario is higher than that of Prophet, 

Spray and Wait and Epidemic. The delivery 

probability of Prophet and Spray and Wait is almost 

identical; these results, which provide a quite high 

probability in almost all routing protocols studied, 

can be explained by the use of BLER model. 

 

6.2 Overhead ratio 

 

 
 

Fig.9 : Overhead ratio of different evaluated  

protocols. 

We know that Overhead Ratio depends largely on 

the type of data diffusion techniques used for each 

DTN routing protocol. Looking at Fig.9, Spray and 

Wait is the best performing followed by MaxProp, 

while the overhead of routing protocols of Epidemic 

and Prophet have the highest values, especially the 

Epidemic one, which is characterized by the highest 

number of replications. However, the other 

protocols have low replication rates. That can be 

explained by the role of the BLER mechanism that 

allows them making an effective selection of the 

nodes among the existing ones. 

 

6.3 Average latency 

 

 
 

Fig.10 : Average latency of different evaluated 

protocols. 

 

According to the last figure, it is evident that the 

average latency supported by a message in all the 

four routing protocols is considerable. This is 

because the message must wait ever more in the 

buffer before either being delivered to or eliminated 

due to the lifetime expiration. Thus, we find that the 

routing protocol MaxProp remains the most 

powerful among the four routing protocols objects 

of this study. This will allow MaxProp minimizing 

the transit time between the source and the 

destination.   

 

6.4 Hop count  

 

 
 

Fig.11: Hop count of different evaluated protocols. 
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The average hop count is an important metric for the 

interpretation and analysis of the routing 

performance according to the delivery rate and 

delivery time. From Fig.11, it is clear that Spray and 

Wait and Prophet routing protocols have a 

maximum number of hop count in the proposed 

scenario, compared to the MaxProp and Epidemic 

protocols. But, in terms of the delivery rate and the 

delivery time, MaxProp protocol is the most 

effective in relation to the three protocols namely: 

Prophet, Spray and Wait and Epidemic. 

 

 

7 Conclusion 

 
Research in the field of mobile ad hoc networks and 

especially DTN networks is booming. DTN several 

routing protocols have been developed in recent 

years. In this article, we have seen some DTN 

routing algorithms in order to compare it basing on 

the custody transfer and BLER models. Also, we 

found it useful to make an overview of the metrics 

used in this field. We consequently we have 

achieving our comparative study by evaluating a 

simulation code based on ONE simulator, in term of 

some DTN performances like as deliveries rate and 

time, hop count and overhead ratio. 

Following this work, we intend to propose a contact 

model in order to describe some metrics in DTN 

network, according to the weakness considered 

assumptions. And then, the optimization problem 

well be formulated and evaluated by a developed 

simulating code. 
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