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Abstract: - We present a new iterative mathematical model for calculating the average bandwidth 

assigned to traffic flows using a Weighted Round Robin with Priority queuing (WRRPQ) scheduler 

with both strict and rate controlled priority in IP based NGN networks. The bandwidth assignment 

estimation is based on the average packet length, link speed and the arrival rate.  We prove the model 

outcome with examples and simulation results using NS2 simulator. 
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1 Introduction 
With the technology transfer to new 

telecommunication infrastructure concepts, which 

uses packet oriented networks, brings up the 

question of supporting Quality of Service (QoS). 

Methods, which are able to assign priorities to flows 

or packets and then service them differently 

according to their needs in network nodes, were 

proposed for the demands of QoS support. Queue 

Scheduling Discipline (QSD) algorithms are 

responsible for choosing packets to output from 

queues.  They are designed to divide the output 

capacity fairly and optimal. Algorithms that are able 

to make this decision according to priorities are the 

basic component of modern QoS supporting 

networks[1]. 

The increase of data transfer and link capacity 

results in a search of new algorithms, which are 

easier to implement, but were not designed for IP 

networks as Weighted Round Robin (WRR). For the 

correct implementation and configuration of these 

algorithms we need to model and analyze them and 

modify their settings to achieve the behavior as 

more complex algorithms like Weighted Fair 

Queuing (WFQ). 

Most of the existing bandwidth allocation models 

do not consider variable utilization of queues or 

bandwidth redistribution of unassigned link 

capacity. For this reason we proposed our iterative 

mathematical model for bandwidth allocation of 

WRRPQ. The model can be used for the analysis of 

the impact of weight settings and rate limit, 

analyzing the stability of the system and modeling 

the assigned bandwidth. 

For an optimal configuration of these algorithms 

we need to calculate or simulate the result of our 

setting to expect the impact on QoS [2].  

The next sections of the paper are structured as 

following. First the QSD algorithms WRR and 

WRRPQ are presented followed by a short 

presentation of common used Bandwidth constraint 

models. The fourth section of the paper describes 

the proposed model for average bandwidth 

allocation of the WRRPQ algorithm followed by 

examples and simulation results proving the 

proposed model. 

 

 

2 Queue Scheduling Algorithms  
There are many scheduling algorithm and several 

bandwidth allocation models proposed for 

bandwidth allocation estimation. We focused on 

WRRPQ and bandwidth allocation models proposed 

for MPLS traffic engineering.  

 

 

2.1 Weighted Round Robin  
Round Robin is a well-known QSD and also used 

for process sharing in operation systems. It assigns 

to each queue equal service based on number of 

packets without priorities and calculation of packet 

size. Therefore are RR based algorithms more 

suitable for ATM networks with constant packet-

size. 

WSEAS TRANSACTIONS on COMMUNICATIONS Tomáš Balogh, Martin Medvecký

E-ISSN: 2224-2864 186 Volume 13, 2014



WRR [3] extends the RR algorithm by a 

possibility to assign different weights to queues. It 

allows differentiating in service class handling. 

Packets are first classified into service classes and 

assigned to specified queues. Each queue is visited 

by the scheduler and packets are sent from the 

queue. 

There are two ways how to implement different 

weights for queues [4]: 

• Sending multiple packets during one visitation 

of the scheduler. The number of packets 

corresponds with assigned weight. 

• Multiple visits of the scheduler according to the 

weight of service class. 

WRR queuing can be implemented in hardware, 

so it has lower computing requirements and can be 

used in high-speed nodes in network. The visitation 

and choosing packets for output from each queue 

ensures all services to get some portion of the output 

capacity. It prevents starvation. 

The output capacity is allocated according to 

number of packets. Their size is not calculated. This 

means only rough control over the output bandwidth 

allocated to each queue. 

When one queue is empty, WRR divides the 

bandwidth allocated to that queue is divided to the 

remaining queues according to their weights.  

 

 

2.2 Weighted Round Robin with Priority 

queuing 
Weighted Round Robin with Priority queuing 

(WRRPQ) [5] is a combination of Priority Queuing 

(PQ) and WRR. 

Priority queuing [6] is a simple queue scheduling 

algorithm to provide simple method of differentiated 

service classes. Packets are dequeued from the head 

of a queue only if all queues with higher priority are 

empty. The simplicity allows implementation with 

low computation requirements. 

Disadvantage of this algorithm is that packets of 

lower priority may experience high delay or even 

starvation if high priority traffic is not policed or 

conditioned at the edge of network. 

The combination of both algorithms provides 

low delay, packet loss and jitter for high priority 

queues by supplying them strict priority. If the high 

priority class doesn’t exceed the available output 

capacity other classes are serviced as classical 

WRR. 

There is also the possibility to limit the priority 

queue to a fixed rate. Then the queue serviced using 

PQ will use the bandwidth required by the traffics 

assigned to this queue up to this limit. Other packets 

will remain waiting in the queue and other queues 

will be serviced using WRR. When setting an 

accurate value of the limit we can avoid starvation 

of lower priority queues. 

 

 

3 Bandwidth Constraint Models 
One of the goals of DiffServ or MPLS traffic 

engineering is to guarantee bandwidth reservations 

for different service classes. For these goals two 

functions are defined [7]: 

• Class-type (CT) is a group of traffic flows, 

based on QoS settings, sharing the same bandwidth 

reservation. 

• Bandwidth Constraint (BC) is a part of the 

output bandwidth that a CT can use. 

For the mapping between BCs and CTs the 

Maximum Allocation model (MAM), Max 

Allocation with Reservation (MAR) and Russian 

Dolls Model (RDM) are defined. 

 

 

3.1 Maximum Allocation Model 
The MAM model [8] maps one BC to one CT. The 

whole bandwidth is strictly divided and no sharing 

between CTs is allowed. 

 

 

3.2 Max Allocation with Reservation 
MAR [9] is similar to MAM in that a maximum 

bandwidth is allocated to each CT.  However, 

through the use of bandwidth reservation and 

protection mechanisms, CTs are allowed to exceed 

their bandwidth allocations under conditions of no 

congestion but revert to their allocated bandwidths 

when overload and congestion occurs [8]. 

 

 

3.3 Russian Dolls Model 
The RDM model is more effective in bandwidth 

sharing. It assigns BCs to groups of CTs. For 

example CT7 with the highest QoS requirements 

gets its own BC7. The CT6 with lower QoS 

requirements shares its BC6 with CT7 etc. In 

extreme cases the lower priorities get less 

bandwidth as they need or even starve [10]. 

 

 

4 WRRPQ Bandwidth Allocation 

Model 
WRRPQ and some other scheduling algorithms like 

WFQ, WF
2
Q+, etc. allocate bandwidth different as 
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the models described above. The available 

bandwidth is divided between service classes or 

waiting queues according to the assigned weights. 

The sharing of unused bandwidth is allowed and is 

divided between the other queues again according to 

assigned weights. 

The WRRPQ assigns bandwidth according the 

principle of priority queuing for the first queue and 

according to weights for the remaining queues. We 

have to take the packet length into account when 

calculating the bandwidth allocation. The reason for 

this is that the algorithm was originally designed for 

ATM networks with constant packets. 

 

 

4.1 Definitions and notations 
We assume a network node with P priority classes 

or waiting queues. The first queue has no weight 

assigned. It is possible to assign a rate limit R1 to 

this queue. Other queues i have a weight wi 

assigned. Packets, with the mean packet size Li, 

enter the queue with the arrival rate i. The total 

available output bandwidth T will be divided 

between the priority classes an each of them will get 

Bi.  

For the bandwidth calculation an iterative 

method will be used. The k-th iteration of Bi will be 

noted as Bi,k. 

 

 

4.2 Model proposal 
Each of our inputs will produce a mean input 

bandwidth which is equal to:  

iii LI 
. (1) 

We have to analyze all possible situations which 

can occur to correctly describe the algorithm 

mathematically. We will use an iterative method for 

description of the algorithm mentioned above.  

 Let us take a look at the possible situations that 

can appear in the first step of bandwidth allocation.  

As first the first queue served with strict priority 

queuing will get the required bandwidth assigned up 

to the capacity of the output link. No bandwidth 

reallocation will occur in the next iterations for this 

queue. Therefore we can write:  

),min( 111,12,11,1 TLBBBB P  
. (2) 

If we use the variant of PQ with rate-controlled 

priority the first queue gets the bandwidth assigned 

which equals to the input bandwidth requirements 

up to the rate limit:  
),,min( 1111,12,11,1 TRLBBBB P  
. (3) 

The next queues are served as classical WRR and 

the calculation is similar to the presented in [10]. 

The bandwidth assignment continues with the other 

queues only if there is some remaining capacity 

after the assignment to the first queue: 

1BT  . (4) 

 WRR algorithm works at the principle that a 

number of packets represented by the weight value 

is sent at once to output and assigns to each queue a 

part of the remaining output bandwidth according to 

assigned weight and average packet length in 

proportion to other queues: 

 





P

j

jj

ii

Lw

Lw
BT

1

1

. (5) 

The first possibility is that each queue gets and 

uses this bandwidth. No additional sharing of 

unused bandwidth will occur. This will happen if: 

  P2,...,i         

1

1 




iiP

j

jj

ii L

Lw

Lw
BT 

. (6)  

The second option is that each queue is satisfied 

with the assigned bandwidth. In this case: 

  P2,...,i         

1

1 




iiP

j

jj

ii L

Lw

Lw
BT 

. (7) 

In these two cases, the bandwidth assignment is 

finished in the first iteration step. No unused 

bandwidth needs to be divided between other 

queues. A queue gets the bandwidth which it needs 

(1) or the proportion of bandwidth based on the 

WRR rules (2):  

 
























P

j

jj

ii

iii

Lw

Lw
BTLB

1

11, ,min 

. (8) 

This equation (8) represents also our first 

iteration step. 

If the conditions (6) or (7) are not met, we have 

to calculate the next iteration steps. This means 

some queues need more bandwidth than assigned 

using the equation (5) and some other use only (1) 

of the bandwidth and the rest is unused and can be 

shared. We will reassign the unused bandwidth only 

between the queues which requirements are not 

satisfied. The queues that do not need more 

bandwidth can be identified as following:  

1,  kiii BL
. (9) 
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If the queues bandwidth requirements are met, 

the result of (9) will be zero. On the other hand a 

positive number indicates that the queue needs more 

bandwidth. This will help us to identify the 

requirements. 

The reallocation of the unused capacity will be 

done only between the queues which bandwidth 

requirements are not satisfied until all capacity is 

divided or all queue requirements met and can take 

P - 1 steps in the worst case. The next iterative step 

can be written as following:  


















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
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















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j
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ii
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j

kjkiiiki
BL

Lw

Lw
BTBLB

2

1,1

1,1,,

                        else          1

0  if         0
,min




. (10) 

The equation (10) will be used for calculation of 

all other iterations from k = 2 to k = P - 1. The 

calculation has to stop after all bandwidth 

requirements of the queues are met and otherwise it 

leads to division by zero. The conditions for the 

termination of the calculations are: 

• The whole output bandwidth is already 

distributed between the queues: 





P

i

kiBT
1

,

, (11) 

• or all the requirements of the queues are 

satisfied: 

P2,...,i         ,  iiki LB 
. (12) 

These conditions are also met if during the next 

iteration no redistribution of bandwidth occurs:  

P1,2,...,i         1,,  kiki BB
. (13) 

 

5 Examples 
Let us demonstrate our model and the behavior on 

some examples. We will assume 4 priority classes in 

these examples. We will show 6 different behaviors. 

The first three examples present the behavior, where 

all classes gets the bandwidth they need or all output 

bandwidth is distributed during the first iteration 

step. The fourth example shows us the worst case in 

which redistribution of bandwidth occurs and the 

calculation of bandwidth takes P iterations. The last 

example demonstrates also bandwidth reallocation 

but the reallocation process will stop after less than 

P iterations.  

5.1 Example I. 
In the first example we will use WRRPQ with strict 

priority. We set the output bandwidth to 10 Mbps. 

The weights assigned to the queues are w2 = 3, 

w3 = 2 and w4 = 1 for the last queue. The input 

traffics have the packet sizes of L1 = 1000 B, L2 = 

500 B, L3 = 375 B and L4 = 1250 B. The arrival 

rates are set to λ1 = 1250, λ2 = 1000, λ3 = 1000 and 

λ4 = 300. Using equation (1) we can calculate the 

input bandwidths as I1 = 10 Mbps, I2 = 4 Mbps, I-

3 = 3 Mbps and I4 = 3 Mbps. 

As we use strict priority we will use the equation 

(2) to calculate the bandwidth assigned to the first 

queue. The result will be 10 Mbps what is the whole 

output link capacity and we can stop the calculation 

as no more bandwidth is available to be assigned to 

other queues.  

The bandwidth allocation would end with the 

same result either if we would change the input 

rates, packet sizes of flows 2, 3 and 4 or if would 

change the bandwidth needs of the flow 1 to higher. 

The allocation would remain the same as only the 

capacity of the link can be used for the first queue. 

 

 

5.2 Example II. 
In this example we will use the version of WRRPQ 

with rate control. The limit for the first queue is set 

to 4 Mbps. The other settings will remain the same 

as in Example I. 

Due to the rate controlled priority we will use 

equation (3) for the calculation of bandwidth 

assigned to the first queue. The queue has the input 

rate of 10 Mbps but due to the limit it will get only 

4 Mbps what is also the result of the equation.  

After this assignment 6 Mbps are unused and 

available for the other queue. We will use the 

equation (8) for the bandwidth assignment. The 

result of the part of the equation marked as (5) is 

approximately 2.571 Mbps, 1.286 Mbps and 

2.143 Mbps. As it is less than the bandwidth 

required by all of the queues there is no bandwidth 

left for redistribution and the calculation can end. 

The results of (3) and (5) are the bandwidths 

assigned in this scenario. 

 

 

5.3 Example III. 
In this example the bandwidth will be also allocated 

in the first iteration to all queues. All of them will 

get the bandwidth they need to satisfy their needs. 

We will use the same traffic parameters as in 

examples I. and II. except of the first queue. There 

the settings will be 400 B for the packet size and the 

input rate λ1 = 1250. The input bandwidth according 

to (1) will be 4 Mbps. In this example we will also 

change the output link capacity to 20 Mbps. The 
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algorithm used is WRRPQ with rate control and the 

limit is set to 5 Mbps. 

The first queue gets all the bandwidth needed 

according to equation (3) what is 4 Mbps. The 

remaining capacity of 16 Mbps can be distributed 

between the other queues. 

Using the equation (5) we would assign the 

capacity of approximately 6.857 Mbps, 3.429 Mbps 

and 5.714 Mbps what is in all cases more than the 

required 4, 3 and 3 Mbps. We can stop the 

calculation now and all the queues will get the 

bandwidth assigned they need what equals to 4, 4, 3 

and 3 Mbps 

 

 

5.4 Example IV. 
In this example we will show the worst case in 

which the bandwidth allocation stops after P steps. 

For easier imagination we will use the same packet 

size Li = 375 B in all queues. The weights are again 

set as following: w2 = 2, w3 = 2 and w4 = 1. There 

are different arrival rates set to modify the required 

bandwidth and present the reallocation. The arrival 

rates are set to: λ1 = 1000, λ2 = 1041.667, λ3 = 1000 

and λ4 = 416.667. The output link capacity is set to 

10 Mbps. We will use WRRPQ with rate controlled 

priority and the limit will be set to 4 Mbps. 

This settings result into the following bandwidth 

requirements calculated using (1): 3 Mbps, 3.125 

Mbps, 3 Mbps and 1.25 Mbps, what is more than 

the output capacity. 

To the first queue is the bandwidth assigned 

equal to their input bandwidth 3 Mbps what is less 

than the limit and also the capacity of the link. This 

corresponds with the result of (3). 

The remaining capacity of 7 Mbps will be 

distributed between the 3 queues using equation (8). 

Using the equation (5) the queues get the proportion 

of the bandwidth calculated using the weights and 

packet size of 3.5 Mbps, 2.333 Mbps and 

1.1667 Mbps. The second queue uses only 

3.125 Mbps of the assigned bandwidth and the 

remaining capacity of 0.375 Mbps can be 

redistributed in the second iteration. The result of 

the bandwidth allocation of the first iteration is 

3 Mbps, 3.125 Mbps, 2.333 Mbps and 1.1667 Mbps. 

In the second iteration we can redistribute the 

remaining capacity of 0.375 Mbps between the 2 

queues (3 and 4) their requirements are still not met. 

We can identify the using equation (9). The 

bandwidth will be divided using the ratio 2:1 as the 

mean packet size is the same for both queues. They 

get additionally to the bandwidth assigned in the 

previous iteration the bandwidths of 0.25 and 

0.125 Mbps. The fourth queue has now 

1.2916 Mbps assigned but uses only 1.25. The 

remaining capacity will be assigned in the next 

iteration. The result of this iteration is calculated 

using (10): 3, 3.125, 2.5833 and 1.25 Mbps. 

In the third and last iteration we add the capacity 

0.0416 Mbps to the last queue that has higher 

requirements as the bandwidth already assigned. 

This is the third queue. The result of the bandwidth 

allocation model and the 3
rd

 iteration is 3, 3.125, 

2.625 and 1.25 Mbps. We stop the calculation now 

as the maximal number of P-1 was achieved and the 

whole output bandwidth was distributed between the 

queues. 

All the bandwidth calculations are also visible in 

Table I. 

TABLE I 

ALLOCATION OF BANDWIDTH IN EXAMPLE III. 

 

Required  

bandwidth 

1st iteration Unused 

capacity 
after 1st 

iteration 

 

2nd iteration Unused 

capacity 
after 2nd 

iteration 

 

3rd iteration 

Traffic class 1 [Mbps] 3  3  3   3  

Traffic class 2 [Mbps] 

3.125 3.5 0.375 3.125  

 

3.125  

Traffic class 3 [Mbps] 3 2.33333  2.58333  2.625 

Traffic class 4 [Mbps] 1.25  1.16667  1.291667 0.041667 1.25 
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5.5 Example V. 
This example shows us one of the options when the 

bandwidth allocation calculation has to stop after 

less than P-1 steps. In this case due to the fulfillment 

of the needs of all queues.  

We will use the same packet sizes as in Example 

IV. (375 B for all queues). The arrival rates will be 

set to λ1 = 1000, λ2 = 1000, λ3 = 750 and λ4 = 500. 

The results of these settings are the bandwidth 

requirements 3 Mbps, 3 Mbps, 2.25 Mbps and 1.5 

Mbps. The weight settings are again w2 = 2, w3 = 2 

and w4 = 1 and the output link capacity 10 Mbps. 

We can set the queue limit for the priority queue 

to 4 Mbps but this will give as the same result as if 

we use WRRPQ with strict priority as the limit is 

higher as the bandwidth requirements of the queue. 

Therefore the first queue will get the capacity of 

3 Mbps as calculated using (2) or (3). 

In the first iteration we can assign the bandwidth 

of 7 Mbps. According to the equation (5) the queues 

should get 3.5 Mbps, 2.333 Mbps and 1.1667 Mbps. 

The second queue uses only 3 Mbps of this capacity 

and third only 2.25 Mbps. This is also the result of  

(8). 

In the second iteration we can redistribute the 

remaining capacity of 0.5833 Mbps to the last 

unsatisfied queue No. 3. This queue gets now 

1.75 Mbps but uses only 1.5 Mbps. The 

requirements of all queues are now fulfilled and the 

final bandwidth assignment is the same as the input 

bandwidths of the queues. 

We must stop the calculations now as the 

condition (12) is met, otherwise the model would 

end with an error as no queues need more bandwidth 

and the equation (9) is zero for all queues what 

would mean that the equation (10) has to divide by 

zero 

 

 

5.6 Example VI. 
The last example also presents a situation where we 

can stop the calculations bin less than P-1 steps, in 

this case due to the distribution of the whole output 

capacity. We will use the same setting as in the 

previous example. The only difference is the arrival 

rate of the fourth queue λ4 = 750. 

The first iteration has the same results as in the 

Example V. In the second iteration we assign also 

the remaining capacity of 0.5833 Mbps to the last 

unsatisfied queue No. 3. The bandwidth 

requirements of this queue are 2.25 Mbps what is 

more than the assigned capacity of 1.75 Mbps. 

In the third iteration we have no more bandwidth 

to assign as the whole output capacity is already 

used. The condition (11) is met and all other 

iterations would end with the same result. 

 

 

6 Simulations 
To prove the results of our mathematical model we 

used simulations in the NS2 simulation software 

[12] (version 2.29) with DiffServ4NS patch [13]. 

For the simulations a simple network model with 

4 transmitting nodes (1 – 4) and four receiving 

nodes (6 – 9) was used. The transmitting and 

receiving nodes are interconnected with one link 

between nodes 0 and 5. The node 0 uses our own 

implementation of WRRPQ algorithm with both 

strict priority and also rate limited priority queue to 

schedule packets on this bottleneck link where the 

mentioned bandwidths are set. All other links have a 

capacity of 1000 Mbps. The model is shown in 

Fig. 1. The queues at node 0 have enough capacity 

so no packet loss will occur.  

We used two types of traffic sources. The first 

one generates packets only with one packet size and 

constant packet interval. These settings are easier to 

simulate and represent a D/D/1/∞ Markovian model. 

The second traffic source type represents an 

M/M/1/∞ model. There is a lack of possibility to 

generate traffics with different packet sizes in NS2 

simulator. For this reason the M/M/1 source is 

modeled using an ON/OFF source where each node 

generates one packet with a random size 

(exponential distribution) and the interval for the 

next packet transmission is a random time (again a 

random number with exponential distribution). 

 
Fig. 1: Simulation model 

An example of input data generated at one node 

with the mean packet size 375 B and arrival rate 

1000 pps is shown in Fig. 2 and Fig. 3. The red line 

represents the number of packets generated 

corresponding with the exponential probability 

calculated for these settings and the blue bars 
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represent the histogram of packets generated in the 

simulation that lasted 100 s. 
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Fig. 2: Exponential probability distribution of arrival rate with mean 

value 1000 pps 
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Fig. 3: Exponential probability distribution of packet sizes with mean 

value 375 B  

TABLE II 

SIMULATION RESULTS I. 

Simulation 

variant [#] 

1 2 3 4 5 6 7 8 9 10 

Mean 
packet 

size [B] 

1000 

500 

375 

1250 

1000 

500 

375 

1250 

400 

500 

375 

1250 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

375 

1000 

100 

1000 

100 

1000 

100 

1000 

100 

Mean 

arrival rate 
[packets/s] 

 

1250 

1000 
1000 

300 

1250 

1000 
1000 

300 

1250 

1000 
1000 

300 

1000 

1041.67 
1000 

416.667 

1000 

1000 
750 

500 

1000 

1000 
750 

750 

1000 

1000 
750 

750 

1000 

1000 
750 

750 

1000 

100 
1000 

100 

1000 

100 
1000 

100 

Weight 
settings 

- , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 

Link 

capacity 
[Mbps] 

10 10 20 10 10 10 10 10 8 8 

Priority 

queue 
limit 

[Mbps] 

- 4 5 4 4 4 2.8 - 4 - 

Model 

results 

[Mbps] 

10 
0 

0 

0 

4 
2.571 

1.286 

2.143 

4 
4 

3 

3 

3 
3.125 

2.625 

1.25 

3 
3 

2.25 

1.5 

3 
3 

2.25 

1.75 

2.8 
3 

2.25 

1.95 

3 
3 

2.25 

1.75 

4 
0,08 

3,84 

0,08 

8 
0 

0 

0 

D/D/1 

simulation 

results 
[Mbps] 

9.998 

0.000827 

0.00042 
0.0007 

4.001 

2.57 

1.285 
2.142 

4.000 

4.003 

3.000 
3.002 

3.000 

3.128 

2.621 
1.251 

3.000 

3.002 

2.250 
1.501 

3.002 

3.001 

2.251 
1.746 

2.801 

3.000 

2.251 
1.948 

2.999 

3.000 

2.251 
1.749 

4,000 

0,080 

3,840 
0,080 

7,994 

0,001 

0,005 
0,000 

M/M/1 
simulation 

results 

[Mbps] 

9,999±0.13% 

0.003±200% 

0.001±199% 

0.002±194% 

4.002±0.001% 

2,576±0.13% 

1.290±0.17% 

2.130±0.14% 

4.004±0.19% 
4.002±0.27% 

3.005±0.21% 

3.003±0.63% 

3.007±0.26% 
3.133±0.29% 

2.609±0.34% 

1.250±0.45% 

3.002±0.2% 
3.005±0.29% 

2.251±0.37% 

1.501±0.4% 

3.005±0.26% 
3.003±0.14% 

2.255±0.26% 

1.737±0.61% 

2.801±0.001% 
3.007±0.22% 

2.253±0.29% 

1.938±0.34% 

3.003±0.24% 
3.001±0.39% 

2.249±0.19% 

1.746±0.91% 

4,000±0.001% 
0,080±0.76% 

3,839±0.02% 

0,081±0.24% 

7,986±0.14% 
0,002±78% 

0,012±79% 

0,001±78% 

 

The results of simulations of M/M/1 and D/D/1 

models and the results of our proposed model are 

shown in Tab.2. and 3. 

 We made many simulations under different 

parameter settings. The first 6 presented results 

correspond with the examples described in the 

previous section. The simulations 7 and 8 present 

the difference in the algorithm behavior when 

changing the priority queue limit to a lower limit 

than the requirements of the queue and with no 

limit. The examples 9 – 20 are always presenting a 

simulation with a limit set and the same settings 

with strict priority.  

We measured the bandwidth after achieving 

“steady state”. The measurement started after 20 s of 

simulation when the bandwidth was stable and 

queues filled up with waiting packets [14]. The 

simulation runs lasted 300 s. The results of the 

mathematical model mostly correspond with the 

simulation  results.   The small  inaccuracies  can be 
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TABLE III 
SIMULATION RESULTS II. 

Simulation 

variant [#] 

11 12 13 14 15 16 17 18 19 20 

Mean 

packet size 
[B] 

100 

1000 
1000 

1500 

100 

1000 
1000 

1500 

100 

1000 
1000 

1500 

100 

1000 
1000 

1500 

1000 

1000 
1000 

1000 

1000 

1000 
1000 

1000 

1000 

100 
10 

1 

1000 

100 
10 

1 

1000 

1000 
1000 

1000 

1000 

1000 
1000 

1000 

Mean 
arrival rate 

[packets/s] 

 

100 
10 

10 

1 

100 
10 

10 

1 

100 
10 

10 

1 

100 
10 

10 

1 

1 
10 

100 

1000 

1 
10 

100 

1000 

100 
100 

100 

100 

100 
100 

100 

100 

100 
100 

100 

100 

100 
100 

100 

100 

Weight 

settings 
- , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 - , 3, 2, 1 -, 1, 1, 1 -, 1, 1, 1 - , 3, 2, 1 - , 3, 2, 1 

Link 
capacity 

[Mbps] 

100 100 0.05 0.05 4 4 0.5 0.5 1.6 1.6 

Priority 
queue limit 

[Mbps] 

0.1 - 0.03 - 0.1 - 0.3 - 0.7 - 

Model 

results 
[Mbps] 

0,08 
0,08 

0,08 
0,012 

0,08 
0,08 

0,08 
0,012 

0,03 
0,009 

0,006 
0,005 

0,05 
0 

0 
0 

0,008 
0,08 

0,8 
3,112 

0,008 
0,08 

0,8 
3,112 

0,3 
0,08 

0,008 
0,001 

0,5 
0 

0 
0 

0,7 
0,45 

0,3 
0,15 

0,8 
0,4 

0,266 
0,133 

D/D/1 

simulation 
results 

[Mbps] 

0,080 

0,080 
0,080 

0,012 

0,080 

0,080 
0,080 

0,012 

0,027 

0,011 
0,007 

0,005 

0,050 

0,000 
0,000 

0,000 

0,008 

0,080 
0,800 

3,112 

0,008 

0,080 
0,800 

3,112 

0,302 

0,080 
0,008 

0,001 

0,500 

0,000 
0,000 

0,000 

0,700 

0,450 
0,300 

0,150 

0,798 

0,401 
0,267 

0,134 

M/M/1 
simulation 

results 

[Mbps] 

0,080±1.12% 
0,080±2.46% 

0,080±3.24% 

0,012±10.31% 

0,080±0.69% 
0,081±2.34% 

0,080±3.05% 

0,012±6.93% 

0,025±0.58% 
0,011±2.88% 

0,008±4.27% 

0,006±7.74% 

0,050±0.01% 
0,000±0% 

0,000±0% 

0,000±0% 

0,008±8.54% 
0,080±2.96% 

0,802±0.84% 

3,111±0.26% 

0,008±5.64% 
0,080±2.4% 

0,797±0.68% 

3,114±0.16% 

0,304±0.03% 
0,080±0.64% 

0,008±0.69% 

0,001±0.71% 

0,500±0.01% 
0,000±0% 

0,000±0% 

0,000±0% 

0,701±0.001% 
0,450±0.41% 

0,301±0.81% 

0,149±1.66% 

0,800±0.85% 
0,401±1.08% 

0,265±1.1% 

0,133±1.42% 

 

caused by measurement errors, where the bandwidth 

calculation is stopped closely to an arrival of a 

packet when small arrival rates are set. For the 

D/D/1 model, due to the deterministic parameter 

settings there is no difference between more runs of 

simulations and no result variance occurs.  

The presented results for the M/M/1 simulations 

are an average value calculated from 10 simulation 

runs and the standard deviation of the runs is also 

provided.  

The simulation results correspondent with the 

presented results and proved that this model 

modification is applicable for both WRRPQ with 

rate limitation and also strict priority. 

 

 

7 Conclusion 
We presented a new modification of the iterative 

bandwidth allocation model for WRRPQ in IP based 

NGN networks. The proposed model uses the 

weight settings of the  scheduler and average input 

packet size of different flows for the bandwidth 

calculation. It also uses the rate-limit of the priority 

queue if set or uses strict priority to assign the 

bandwidth to the first queue. The variable utilization 

of different queues and packet redistribution is 

considered in the calculations. The proposed model 

allows easily predict the impacts of the scheduler, 

traffic shapers and input traffics on QoS of the 

transported data.  

The functionality of the model was presented on 

six different examples and confirmed by simulations 

in the NS2 simulator for both D/D/1 and M/M/1 

input traffics.  

The results of this bandwidth allocation model 

will be used in further research of delay and packet 

loss modeling using Markovian queue models. 
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