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1    Introduction 
Many publications discuss various approaches to 
detecting defects in printed circuit boards. Some of 
them are collected in multiple reviews of journal 
articles and presentations at conferences, for 
example in [1], [2], [3], [4]. The surveys contain 
many references to publications describing 
approaches and methods for detecting and 
classifying defects in printed circuit boards. Some of 
them are implemented in powerful complex control 
systems to prevent damage to manufactured printed 
circuit boards and surfaces, others are described 
theoretically. For example, in [5], edge detection 
using the Sobel operator, image enhancement, and a 
cross-correlation pattern matching method were 
developed and described to meet the detection 
requirements. In the mentioned work and [6], 
defects are extracted using differential processing 
between the gray template and image samples.   

Other groups of approaches contain traditional 
image processing algorithms including subtraction 
algorithms, grayscale statistical matching methods, 
and division into sub-block images [7], [8].  For 
inspection of inaccuracies in PCB production, 
traditional image processing-based, machine 
learning-based, and MATLAB-based defect 
detection methods are discussed in [9], [10], [11]. 

A lot of publications consider Neural networks 
of various architectures and the approaches on their 
base. In the article [12] a full PCB Defect Classifier 
that automates the task of detecting and classifying 
defects in printed circuit boards was developed and 

shown. Machine learning exists in combination with 
a full application. In the work [13], a deep model 
that accurately detects PCB defects from an input 
pair of a detect-free template and a defective tested 
image. To train the deep model, a dataset is 
established which contains 1,500 image pairs with 
annotations including positions of 6 common types 
of PCB defects. 

The second group of works with Artificial 
intelligence represents publications [14], [15], [16], 
[17].   In these works, a deep learning algorithm 
based on the you-only-look-once (YOLO) approach 
is proposed. Also, accurate deep learning algorithms, 
such as convolutional neural networks (CNNs), 
were used. Machine learning algorithms also 
process data and predict results in many other tasks 
[18], [19]. 

All mentioned approaches differ between 
themselves by complexity, input data, and 
characteristics of their implementation.  

In the presented work, two groups of approaches 
are used to solve the given problem: 1) numbering 
of chains on reference and sample images, finding 
the coordinates of pixels belonging to the chains, 
finding and marking chains with communication 
defects, data preparation to apply machine learning 
and machine learning to detect defective circuits; 2) 
detection of edges and determination of the area of 
circuits, calculation of circuit characteristics and 
tolerances, calculation of deviation from the 
standard, preparation of data for the application of 
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machine learning, machine learning for detecting 
defective circuits. 

For mass production, the advantages of the 
proposed method are the pre-processing of images 
by algorithms followed by the division into two 
classes by machine learning software. No special 
PCB data sets are required.  

 
 

2   Types of defects in PCB image 

Structural elements of printed circuit boards can be 
manufactured with defects of various sizes and 
shapes. If they are available, they are located in 
different parts of the board and affect the 
functionality of the circuit in different ways. It is 
difficult to determine what effect they have on the 
performance of the device. The defect type, shape, 
size, and location are random and do not match even 
on two PCBs. Some examples of different types of 
defects are shown in Figure 1. Four open defects are 
marked and circled in red. They come in different 
sizes and shapes. Two short defects are marked and 
circled in blue. 

 
(a)                                  (b) 

Fig. 1: Short (blue) and open (red) defects 
 

The problem of determining the type of defects 
is to select each structural element separately and 
compare it with the standard. In a simpler version, 
the element comparison can be replaced by a 
comparison of their characteristics. In particular, for 
example, comparing the resistances of circuits. The 
problem of determining the type of defects is to 
select each structural element separately and 
compare it with the standard. In a simpler version, 
the element comparison can be replaced by a 
comparison of their characteristics. In particular, for 
example, comparing the resistances of circuits. 
  
 
3  Detection of Connection Defects by 

 the Numbering of Chains in Two 

 Images  
 

3.1  Assigning the Identification Numbers 
Each printed circuit board has a geometry such that 
all pins assigned to one circuit are connected, and 

two or more pins assigned to different circuits are 
not connected. As a result, they are characterized by 
a planar topology of wires or traces. Automatic 
access to each chain is possible only if the 
coordinates of the pixels in the traces are known. 
With their help, one chain can be selected and 
separated from the entire set of black traces on the 
board. This can be done by changing the color of the 
selected chain. 

Most thinning algorithms work with binary 
(black and white) images and are reliable and easy 
to program. A lot of the thinning algorithms are 
known. Hilditch's algorithm [20] was programmed 
to hold experiments in this work. Being chosen and 
programmed it is modified to find the pixel 
coordinates of specific points (endings and 
switches). For the PCB fragment in Figure 2(a), the 
resulting skeleton with endings and switches is 
shown in Figure 2(b).  

   
(a)                                  (b) 

Fig. 2: PCB image fragment (a), its skeleton with 
red endings and blue switches (b) 

 
The specific points are combined into the set Pr 

(r) marks the reference image). They have only 
coordinates and are located in the order of their 
definition. There is no information about their 
relationship with chain numbers, just like there are 
no chain numbers on the circuit board.  

Then the following problem is to be solved: for 
each element pієPr to find the serial number of the 
chain to which it belongs, that is relationship:  

R: Pr  Er,   
 
where Er is a set of chains, at the beginning Er0 is 
empty, that is, without the identification numbers.   

 
The coordinates of the points in Pr are sorted 

from the upper left corner of the image to the right 
and further down and placed into the set Sr: 

Sr{p(i)}={min(xk), max(yk)}, k= 1,…,N, x0=0, 
y0=0,   

i= 1,…,N,   xi∈X(s),yi∈Y(s)  
 

where Sr is the sorted set, k is the sequence number 
of the point in the unsorted Pr. 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS 
DOI: 10.37394/23201.2024.23.30 Roman Melnyk, Pavlo Viazovskyy

E-ISSN: 2224-266X 306 Volume 23, 2024



The highest element from the set is accepted as 
the starting point for the flood-fill algorithm to fill 
the chain and its tree with colors. For the separation 
of components, their filling colors are different. 

The flood fill algorithm is sometimes called 
initial fill. The seed is the starting pixel and then 
other seeds are planted in the area to change the 
color of the pixels. The algorithm replaces the 
internal color Io of the object with the fill color In.: 

If I(xi, yi) = Io, then I(xi,yi) = In   
When there are no more pixels of the original 

interior color, the algorithm terminates. This 
algorithm is based on a four-join or eight-join 
method for pixel filling. It searches for all adjacent 
pixels that are part of the interior. The standard 
flood-filling algorithm for work requires a uniform 
color surface when all pixels are of equal intensity. 
The results of applying the flood-filling algorithm to 
the chains and skeleton in the PCB image are shown 
in Figure 3 and Figure 4. 

All specific points belonging to the tree change 
their color, are selected, and get ID=1. In addition, 
from the chosen starting point, the circuit in the 
reference image is filled with the same color and 
receives the same identification number. Then 
individual points with a changed color are excluded 
from the list of candidates for assigning identifiers. 
The next iteration continues with the next coordinate 
as the starting point. The filling algorithm is applied 
as many times as there are trees in the skeleton 
image of the PCB. The first three filled trees 
(enlarged) are shown in Figure 3(a), where red dots 
and lines have ID=1, blue ID=2, and green ID=3. 
For illustration purposes, the surrounding squares 
remain in the image. The corresponding chains are 
shown in Figure 3(b). 

 

 
(a)                                  (b) 

Fig. 3: Filled trees with IDs (a) and their chains (b)  
 

when the procedure is completed, each chain and its 
specific points have the identification numbers. 
Thus, the set D is divided into subsets of points 
belonging to only one chain:  

P(p1, p2,…,pN)=P(P1,P2,…,Pn ). 
 

where p1, p2,…,pN are coordinates of N specific 
points found after the thinning algorithm, P1, P2,…,  
Pn are n sets of points assigned to the chains. 
  

The extended version of the points decomposition is 
formulated as follows: 

P1={(x11,y11, c11), (x12,y12, c12), (x1n(1),y1n(1) , 
c1n(1), )}→1, 

P2={(x21,y21, c21), (x22,y22, c 22),., (x2n(1),y2n(1) , 
c2n(1) )}→2, 

…, 
Pn={(xn1,yn1, c n1), (xn2,yn2, c n2),., (xnn(1),ynn(1), 

cnn(1)  )}→n, 
 

where ci1 denotes a color, and the number of all 
points is a sum of the corresponding components: 

N=n(1) +n(2)+…+n(n). 
   

The trees of the skeleton in Figure 1(b) and the 
corresponding chains have the following IDs (with 
the number of specific points): 1(2), 2(2), 3(4), 4(4), 
5(2), 6(4).  

Thus, the IDs such as 1, 2, …, n are assigned to 
the chains and their trees. Figure 4 demonstrates the 
results of the flood-filling algorithm (without 
inscription IDs). 

 

   
(a)                                  (b) 

Fig. 4: Filled chains (a) and trees without IDs (b) 
 

The IDs of corresponding chains in the reference 
image create the cortege of the chain numbers: 

ID(Ir)=(1, 2, 3, 4, 5, 6). 
 

A similar cortege should be formed for the 
manufactured sample image. In this case, the 
scheme may contain another number of circuits due 
to possible short circuits and breaks.  

 
3.2  Determination of Connection Defects 
A similar sequence of the considered algorithms is 
applied to the printed circuit board sample: thinning 
algorithm, filling, and decomposition of individual 
points. 

The task is to fill the chains of the defective 
sample with the same colors as the reference image. 
For this, specific points of the defective sample are 
sorted. The target color is taken as the color of a 
pixel in the reference image with the coordinates of 
the starting point on the defective sample: 
set_target_color{Id{(p(xi,yi)}=get_color{Ir{(p(xi,yi)}. 
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where Ir{(p(xi,yi)} is a pixel in the reference image, 
Id{(p(xi,yi) is a pixel in the defective image. 
  

It is not difficult because the function 
get_color() works with a filled chain on the 
reference image. All color numbers are stored and 
checked to avoid double use of the same color. 
 Figure 5(a) and Figure 5(b) show a fragment of 
the PCB layout with an open defect and its skeleton. 
After filling, in Figure 5(c) the number of chains 
(trees) is seven with two new chains (new colors) 
compared to six chains in the template image. 
 

 
(a)                        (b)                         (c) 

Fig. 5:  PCB fragment with an open defect (a), its  
skeleton (b), and filled chains (c) 
 

The resulting number of chains indicates wiring 
defects: a higher number indicates an open defect 
and a lower number indicates a short circuit defect. 
It is demonstrated in two cortèges with identifiers of 
the chains (for images in Figure 4(a) and Figure 
5(a)):  

ID(Ir)=(1, 2, 3, 4, 5, 6, 0, 0), 
ID(Id)=(1, 2, 3, 4, 0, 6, 7, 8). 

 
Here in the first cortege, zero values are added 

to equalize the sets. This estimate is highly 
unreliable because the two different types of defects 
cancel each other out. This case is shown in Figure 6 
for two defects. 

 

   
(a)                        (b)                         (c) 

Fig. 6: PCB fragment (a) with short and open 
defects, its skeleton (b), and filled chains (c) 
 

Identifiers of the chains in Figure 6 and for the 
chains in the reference image are given below in 
corteges: 
 ID(Id)=(0, 0, 3, 4, 0, 6, 7, 8, 9), 

ID(Ir)=(1, 2, 3, 4, 5, 6, 0, 0, 0). 
 

Although the number of chains remained the 
same, three new chains were generated and three 
new colors were added. Their positions are new.     

The new identifiers form a space for specific 
subtraction operations and serve to select dissimilar 
elements. They operate on two variables a, b, and 
zero. The variables belong to two operands O1=(a, 0) 
and O2=(a, b, 0). Subtraction operations on variables 
in corteges are only of the following types: 

 a-a=0, a-0=a, 0-b=0, 
a-a=0, 0-a=0, b-0=b. 

 where a denotes the variable of the ID of a correct 
chain and b denotes the variable of the ID of a 
defective chain. The first cortege contains only type 
a, and the second cortege has a and b. 

 
In the space of identifiers, two subtraction 

operations are formulated as follows:  
IDt(r)=ID(t)-ID(d),  IDd(r)=ID(d)-ID(t) 

 
where ID(t) and ID(d) are identifiers of all chains in 
the template and sample, IDt(r)   are identifiers 
describing only those correct chains that are 
defective in the sample, and IDd(r) are chains with 
defects. 
  

In two experiments the first operations give two 
cortèges: (0, 0, 0, 0, 5, 0, 0, 0) and (1, 2, 0, 0, 5, 0, 0, 
0, 0) with numbers of correct chains. The second 
operations give the following corteges: (0, 0, 0, 0, 0, 
0, 7, 8) and (0, 0, 0, 0, 0, 0, 7, 8, 9) with numbers of 
defective chains. In the case of two defects, the 
resulting cortèges are represented by the images in 
Figrue 7. 

 

 
(a)                   (b) 

Fig. 7: Numbered chains:  correct (a), with defects 
(b)   

 
 The following example of a printed circuit 
board contains four types of defects: missing pad, 
extra pad, thinner trace, and misaligned traces. All 
defects are encircled in Figure 8. 
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(a)                        (b)                         (c) 

Fig. 8: Missing pads (a), misaligned traces (b), 
thinner trace and extra pad (c)  
 
 The sequence of the algorithms for assigning the 
identifiers for each chain detects missing and extra 
pads. The skeleton built on the first step illustrate 
specific points responsible for these defects in 
Figure 9.  

 
Fig. 9: Missing pads (a), extra pad (b)  
  
 Thus, after numbering and comparing the 
corresponding corteges, missing or redundant pads 
are detected and displayed as they are marked in 
Figure 10.  
 

Fig. 10: Missing and extra pads   
 

 In summary, skeletons, specific points, filling, 
and numbering are useful tools for detecting 
connection defects, missing components, and 
redundant elements on a PCB. Other types of 
defects, such as misalignment of traces, and lack or 
excess of metal in pad traces, require the other 
approaches to their detection. 
 
3.3 Application of Machine Learning for 

Classification  
When the production process covers a large number 
of printed circuit boards, the developed approach is 
ready to prepare data for training and testing 
artificial neural networks. They will provide an 
answer to the question of whether the circuit 
contains connection defects such as a short circuit or 
a break. Later if needed, the suspected circuit 

defects are determined and located by the developed 
software. 

Instead of images from two classes, the 
following approach uses extracted features from two 
fragments shown in Figure 11. The first image 
shows the reference PCB, and the second illustrates 
the defective PCB with two damaged chains. For the 
application of ANNs, the correct chains are marked 
with black and defective with red or different colors. 
In the last case, the input data for ANNs are larger. 

 

    
(a)                        (b)                         (c) 

Fig. 11: PCB images: correct (a), with defects (b, c) 
 

Cumulative histograms for the reference and 
sample images are calculated (Figure 12). The 
straight blue line corresponds to pixels of all black 
chains. The red charts are for images with red chains 
and multi-color chains. 

 

 
Fig. 12: Cumulative histograms for the reference 
(blue) and sample image (red) 

 
At first glance, the given diagrams are 

acceptable and good data for training the ANN to 
divide printed circuit boards into the class of correct 
circuits and those with connection defects. Only the 
pixel count levels may vary from a sample to a 
sample in the test dataset. It is not known in advance 
what the size of the schemes will be in the data for 
training and data for testing. This is a weak point for 
choosing the level of cumulative histograms. 

The red vertical lines of the histogram steps 
have constant OX coordinates that reflect the 
intensity of the colors of the defective tracks. 
Therefore, the color intensity levels can be adopted 
for ANN training: zero (plus-minus small values)  
for correct circuits and 80 (plus-minus small values) 
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for circuits with connection defects marked with red. 
More colors require more intensity values. 

So, the PCB images are not required but only 
their colors of correct and defective chains are used 
for training and testing of the ANN.  

 There are some known developed ANN 
involving Machine Learning on the Internet 
allowing to be held experiments. Among them, the 
libraries [21], [22] facilitate the understanding of 
Neural Networks. The main object responsible for 
Machine Learning in the Brain,js JavaScript library 
is NeuralNetwork() which has two main methods: 
train() to get the data and build the model, and run() 
to define and present the results. 

Machine Learning from JavaScript does not 
need to enter any additional data such as the number 
of input data, iterations, accuracy, and others. If any 
options are not specified, Brain.js will use the 
default values, which are: hiddenLayers: 3, 
activation: 'sigmoid',   learningRate: 0.3, the 
maximum number of iterations to train a network is 
20000, errorThresh: the error threshold to stop the 
training (0.005), log: a boolean value that indicates 
whether to log the training progress (false), 
logPeriod: the number of iterations between each 
log (10), learningRate: the learning rate to adjust the 
weights (0.3).  

The number of parameters in the methods train() 
and run() must coincide.  

For two colors of defective chains, the following 
values are chosen for training and testing: 
correct chains - 0, 2,  1, (black colors), 
defective chains - 60, 90, 60 (red and blue colors) 
testing - 60, 90,  90 (red and blue colors). 
   
Then the JavaScript code snippet looks like this: 
 const net = new brain.NeuralNetwork(); 
net.train([ 
{input:[0, 2, 1], output:{correct:1}}, 
{input:[0, 0, 0.], output:{correct:1}}, 
{ input:[60, 70, 80], output:{defect:1}}, 
{ input:[90, 80, 90 ], output:{defect:1}},]); 
// What is the expected output of defect? 
let result = net.run([80, 85, 90]); 
  
The classification result is as follows: 
defect: 0.9249435663223267, 
correct: 0.07526996731758118. 
 
If the input data for the result are within the valid 
interval, the result will be the opposite:  
result = net.run([0.1, 0.15, 0]); 
defect: 0.06544135510921478, 
correct: 0.9348098039627075. 
  

 In conclusion, this simple experiment confirms 
that circuit colors indicating the chains with 
connection defects, along with Machine Learning 
tools, allow us to classify PCB images into defective 
and correct samples without involving the user in 
the process. 
 
 
4 Detection of Defects by 

 Measurement of Chain Features 
 

4.1  Separation of Chains 
In many cases, the traditional subtraction operation 
can not be applicable for the reasons of the shift in 
tracks, small resolution, or not an exact match 
between the reference and produced samples. For 
example, three fragments of one large printed circuit 
board contain a large number of elements. After 
subtracting the reference and manufactured samples 
of these images, the resulting differences are shown 
in Figure 13. The pictures show how the fragments 
differ from each other. The total number of pixels 
indicating a mismatch can be quite large in various 
cases. 

    
Fig. 13: Three examples of a difference between 
PCB fragments  

 
It is better to consider an approach based on the 

analysis of the characteristics of the chain. Figure 14 
shows two small images of the printed circuit board: 
reference and manufactured.  

 
(a)                               (b) 

Fig. 14: PCB images: correct (a), with defects (b) 
 
It is impossible to measure the characteristics of 

an individual circuit on the image of all black 
circuits. To do this, you need to consistently allocate 
one image of a separate circuit for experiments or 
mark each circuit with a separate color to have 
access to pixels of this color. In both the first and 
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second cases, it is necessary to use the filling 
algorithm to mark the chains. 

In order to reduce the volume of the article, the 
second approach is considered here.  The result of 
applying the filling algorithm to the printed circuit 
board in Figure 14(a) is shown in Figure 15(b). 

The filling algorithm requires starting points for 
its operation. Thus, a thinning algorithm is applied 
to the PCB image to find the endpoints and switch 
points of the skeletons. After that, the filling 
algorithm fills the chains with different colors. 
These obtained images are shown in Figure 15.  

 

 
(a)                                         (b) 

Fig. 15: Skeleton (a) and filled PCB image (b) 
 

 In this experiment with a small PCB image, 
there is no problem of assigning colors but for large 
circuits, a special procedure is required. 
 
4.2   Defects of Tracks and Pads 
The skeletons and chains are numbered by the 
previous procedure. Now all chains and their edges 
are objects for processing. Taking into account the 
need to construct an edge at the boundary pixels of 
the trace and simultaneously calculate the length of 
the edge and the area of the trace, a modified 
algorithm was developed.   

To determine the area of each color and the 
lengths of the perimeters of the various shapes, a 
procedure for scanning an image with a quadrate of 
2×2 pixels has been developed (Figure 16). In each 
row, the quadrate moves in steps of one pixel to the 
right. When the right border of the quadrate reaches 
the right border of the image, a scanning rectangle 
becomes with a size of two pixels: a rectangle with 
dimensions 2×1. Such scanning is carried out m-1 
times (m is the number of image lines). In the m-th 
line, scanning is carried out by a 1×2 rectangle. 
Figure 16 illustrates the scanning process, as well as 
the transformation of the scanning areas for the final 
column, row, and pixel.    

 

      
Fig. 16: Moving of the scanning area  

 A value of the horizontal and vertical components 
and borders between different colors are 
accumulated during the scanning. 

There are two ways to receive required filled 
edges: if the edge detection algorithm builds a 
binary image then all edges are filled with 
corresponding chain colors; if the chains are in full 
color the edges are in full color too. Two examples 
of the binary and colored edges are shown in Figure 
17. 
 

  
(a)                                     (b) 

Fig. 17: Edges: black (a), in full color (b) 
 
The edges are helpful for the calculation of the 

chain features: the areas of the circuits, and the 
length of the border (the number of pixels forming 
it). In addition to them, some derivative features are 
also calculated: circuit resistance and its deviation 
from the nominal value. 

 
For the filled PCB image in Figure 15(b), the areas are 
as follows:  
S1=4977, S 2=2100, S 3=717, S 4=2088, S 5=852, S 6=852. 

 
The edge lengths (the number of pixels) are the 
following: 

 
L1=2161, L2=980, L3=343, L4=1047, L5=406, L6=406. 

 
The results of the measurement are shown in Figure 
18. 

 
Fig. 18: Areas of chains (green) and values of the 
edge lengths (red) 
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A trace’s length is twice as short as a border’s 
(edge’s) length and the approximate average width 
of the chain is as follows: 

W=(S×2)/L. 
 

For the filled PCB image in Figure 15(b) the widths 
are as follows:  
W1=4.6, W 2=4.3,  W 3=4.2, W4=4.0, W5=4.2,  W6=4.2. 

 
The values of the widths are slightly different from 

each other due to the different number of contacts in 
them. More contacts cause longer average length. 

The trace conductance resistance Rs is 
proportional to the length L of the trace and 
inversely proportional to its width W:  

Rs ≈(L/ W). 
 

For the calculated values of widths and lengths the 
trace resistance coefficients are as follows: 

R1=235, R 2=114,  R 3=41, R4=130, R5=48,  R6=48. 
 
Then these calculations are applied to the 

printed circuit board image of the manufactured 
sample.  

Figure 19 shows the PCB image with defects 
and its edges with the same colors.  

 

  
(a)                                  (b) 

Fig. 19: Filled chains (a) and edges (b) of the PCB 
image with defects 

 
 Skipping the auxiliary calculations, the following 
values of resistances of circuits with defects were 
obtained: 

R1=262 (235), R 2=114,  R 3=41, R4=143 (130), 
 R5=68 (48),  R6=48. 

  
The obtained results show a decrease in the 

width of the traces and an increase in the resistance 
in the 1st, 4th, and 5th circuits by 7 (12), 9 (10), and 
18 (42) percent, respectively.  

The change in resistance of the entire track, 
caused by the change in the average width of this 
track, has a distributed character. The larger the 
trace (area and length), the smaller the difference 
between the trace values. That is, defects are more 
clearly visible in smaller traces (by the increased 
value).  

Thus, to check the efficiency of the chain, it is 
necessary to use the resistance tolerance of a 
variable value, which depends on the length of the 
track. The weighting factors consider the spread 
interval from the largest to the smallest length and 
the length of the track itself: 

tol(R(i)) = tol×[1-(L(i)-Lmin))/Lmax] 
 

where Lmax, Lmin are the largest and smallest lengths, 
tol(R(i)) is the tolerance value for the i-th chain, and 
tol is the tolerance value from the user. 
  

For example, for the first chain tol(R(1)) =1.5 
and the 5-th chain tol(R(5))=10 when the input 
tolerance value equals 10. 

The two types of defects affect resistance 
diametrically oppositely: a lack of metal increases, 
and an excess of metal decreases the resistance in 
the trace. Therefore, criterion functions for 
comparison of the features are formed separately for 
each case, for example, for resistance: 

 ∣Rr (i) - Rs
-(i)∣<=tol(R), 

∣Rr(i) - Rs
+(i) ∣<=tol(R), 

 
where Rr(i)  is the resistance of the i-th chain in the 
reference image, Rs

-(i), Rs
+(i) are the smaller and 

larger of the resistance of the i-th chain in the 
manufactured scheme. 
  

The last stage of the chain elaboration algorithm 
is the determination of the defect chain location. All 
chains in both images are numbered with the same 
numbers. Thus, if a difference between their 
deviations is within the tol(R) tolerance, the circuit 
is considered correct. In the opposite case, two 
chains are selected from the template image and the 
sample image.   
 This is illustrated in Figure 20 where three 
correct chains and three chains with smaller 
resistance are selected.  

 
(a)                                (b)       

Fig. 20: Three chains: correct (a) and with defects (b) 
 

 In conclusion, the conducted experiments with 
chains and their edges showed that the resistance of 
the chains is a criterion function for the selection of 
defective chains and checking the functionality of 
the printed circuit board.  
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4.3 Data for Application of Machine 

Learning  
A resistance of chains is a base to form data for 
ANN to divide the printed circuit boards into two 
classes: correct and with resistance defects.  
 
For the reference image, a set of resistances for all 
chains is formed: 

R={R1, R2, …, Rn}. 
 

All chain resistances are presented in relative form:  
Ri= R2(a)/ Ri (s)  i=1,2,…,n, 

 
where R2(a), Ri (s)  are available and standard values 
of the chain resistance, and Ri(a)=Ri (s) in the 
reference image. 

  
Then a set of n units is formed: 

R={1, 1, …, 1}. 
 

This is the first set for learning ANN according 
to the correct schemes. The second should take into 
account the resistance tolerances at which the circuit 
is considered operational. They can be positive, 
negative, or both. In general, they can also have 
different values. For example, D={1.2, 0.8, …, 0.7} 
etc. As a rule, in practice, no one plans different 
tolerances for different circuits but indicates the 
maximum tolerance value for all circuits (or two: 
positive and negative). Two intervals of the 
resistance values: with tolerances acceptable for the 
correct PCB and those belonging to the defective 
resistances are shown in Figure 21. 

 

  
Fig. 21: Intervals of tolerance for correct and 
defective chains of the circuit  

 
The OY coordinates are randomly selected as 

representatives of the correct patterns for learning 

the ANN. The OY coordinates from the two outer 
intervals are randomly selected as representatives of 
the circuit with resistance defects. So, the PCB 
images are not required but only their features of 
chains are used for training and testing of the ANN.  

There are some developed ANNs including 
Machine Learning on the Internet to support 
experiments. Among them, Brain.js is a JavaScript 
library that makes it easy to understand Neural 
Networks. The main object responsible for Machine 
Learning is NeuralNetwork() with two principal 
methods: train() to obtain input data and run() to 
obtain results. 

Input data such as the number of input data or 
iterations, accuracy, graphs of losses, achieved 
accuracy and other information are in default. 

Now, instead of images from two classes as in 
the work [23], the following approach uses extracted 
tolerance features. For the three tolerance intervals, 
the following values are chosen for training and 
testing: 
correct chains-1, 1.2, 0.8, 1.0, 1.1, 0.9 (middle 
interval), 
defective chains-1.4, 1.5, 1.45 (higher interval), 
defective chains-0.5, 0.6, 0.7 (lower interval), 
testing-1.3, 1.4, 0.7 (from two intervals). 
   
Then the JavaScript code is formed like this: 
 const net = new brain.NeuralNetwork(); 
net.train([ 
{input:[1, 1.2, 0.8], output:{correct:1}}, 
{input:[1.0, 1.1, 0.9], output:{correct:1}}, 
{ input:[1.4, 1.5, 1.45], output:{defect:1}}, 
{ input:[0.5, 0.6, 0.7], output:{defect:1}},]); 
// What is the expected output of defect? 
let result = net.run([1.3, 1.4, 0.7]); 
  
The classification result is as follows: 
defect: 0.9824727773666382, 
correct: 0.017612572759389877. 
 
 If the input data for the result is within the valid 
interval, the result will be the opposite:  
result = net.run([1.1, 1.15, 0.85]); 
correct: 0.9825793504714966, 
defect: 0.017426729202270508. 
  

In conclusion, this simple experiment confirms 
that circuit features such as resistance and tolerance, 
along with Machine Learning tools, are the basis for 
the classification of PCB images into defective and 
correct classes without involving the user in the 
process. 
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4.4   Defects of Misaligned Traces 
The former approach defines each PCB circuit as 
one of four possible types: correct and the same as 
in the template PCB; chains of the wrong shape or 
with the wrong metal filling; circuits with 
connection defects. 

The last stage of the defect detection algorithm 
is to measure the distances of possible component 
displacements on the manufactured printed circuit 
board compared to the template. A working model 
for the algorithm is the same as for the resistance 
analysis that is without the chains with the 
connection defects. Each chain is characterized by 
the coordinates of the center of mass with pixel 
precision: 

𝑥(𝑠) = 1 𝑘𝑠⁄ ∑𝑋(𝑠), 𝑦(𝑠) = 1 𝑘𝑠⁄ ∑𝑌(𝑠), 
𝑥𝑖 ∈ 𝑋(𝑠), 𝑦𝑖 ∈ 𝑌(𝑠) 

 
or with a rectangle precision: 

i=, j=.   
𝐶𝑛 = (𝑖 − 1) ∗ 𝐿𝑥+j  

 
The size of printed circuit boards for 

experiments is 56 × 65 mm, and their image has a 
size of 450×580 pixels, which means that one 
square millimeter corresponds to 8×9 pixels. One 
pixel along the OX and OY axes represents a size of 
approximately 0.1×0.1 mm on the board surface. 
Thus, the pixel accuracy in practical cases is not 
satisfied by the manufacturing process. The 
accuracy of the rectangle is controlled and depends 
on its dimensions. For example, for a size of 5×5, 
one rectangle represents a size of approximately 
0.5×0.5 mm on the surface of the board.  

Two fragments of a large image of a printed 
circuit board from [1] are shown in Figure 22 (a - 
correct, b - with a defect). Only two small chains are 
marked with red and blue fill. The defect consists in 
the incorrect relative location of these two chains. 

  

     
(a)                                         (b) 

Fig. 22: PCB fragments: correct (a) and misaligned 
(b) 
 

Two images are covered by a grid with a size 
150×150 which means that one cell has an 
approximate size of 3×4 pixels or 0.3×0.4 mm. This 

size is comparable to the width of traces and is 
acceptable for measuring distances between board 
components.  

Calculation of centers of mass for marked two 
chains gives the following results: 

correct: cr={35, 115). cb={35, 119), 
defective: cr={35,116). Cb={35, 118). 
 

where cr. cb  are centers of mass of red and blue 
chains, and  the coordinates are given in the numbers 
of columns and rows in which the cell is located.  

 
Thus, in the correct image distance between 

two chains is four cells of a grid, and in the 
defective case two cells or twice less. On the board, 
the correct distance is 1.6 mm and the incorrect is 
0.8 mm. The decision about the accessibility of a 
smaller distance is taken due to comparison with the 
tolerance value.  

To measure distances between the closest pairs 
of chains the following procedure is developed. At 
the beginning, all centers of mass for all chains in 
the template PCB image are calculated: 

Ct=(Ct1, Ct2, Ct3,…,Ctn), 
 

where Cti=(xti, yti) are the coordinates of the ti-th 
center of mass. 
  

Then in the sample PCB image for all chains 
with the same numbers as in the template the centers 
of mass, are also calculated:  

Cs=(Cs1, Cs2, Cs3,…,Csn), 
 

where Csi=(xsi, ysi) are the coordinates of the si-th 
center of mass for the chains in the sample image. 
These sets may contain a different number of 
components since in the second case circuits with 
open and short defects are excluded from 
consideration as having incomparable properties. 
But the serial numbers in both sets match. 

The elements of the set Ct correspond to the 
vertices of a complete graph that can be constructed 
by segments connecting them. The lengths of the 
segments correspond to the distance between the 
centers of mass of the chain. Their number is n2 (n is 
the number of chains).   

To reduce the checking calculation the output 
sequence of segments is determined as n-1 edges of 
the Minimum Spanning Tree (MST) in the fully 
connected graph. To find this tree, Prim’s algorithm, 
[24] is applied to the full graph. The examples of 
such trees for the correct and defective fragments 
are shown in Figure 23. Their vertices are located in 
the centers of mass of chains. 
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(a)                   (b) 

Fig. 23: Two fragments with MST: correct (a) and 
with misaligned tracks (b) 

 
Figure 26 shows that if one edge has a 

decreased length, the other edge has an increased 
length. The same applies to the shifted positions of 
individual tracks.   

For further operations, the tree itself is not 
needed in the sample image, because it is used as an 
array of edge weights Lij with incident vertices ni, nj 
indicating chain numbers: 

 n1(t), n2(t), L12(t), …, ni(t), nj(t), Lij(t), ... 
 

A sample image does not require an MST search. 
The array found earlier for the standard indicates for 
which chains the distance between their centers of 
mass is calculated: 

n1(s), n2(s), L12(s), …, ni(s), nj(s), Lij(s), … 
 

 The last step of the algorithm is the comparison 
of distances and the selection of pairs of schemes, 
the distances between which differ by more than the 
permissible values for the corresponding distances 
between the components of the printed circuit board: 

|Lij(t)-Lij(s)|≤tol.   ni ,  nj  є{1, 2. 3, …, n}. 
 

 The user sets the tolerance value in a relative 
form since the distances have different values. The 
difference sign indicates a decrease or increase in 
distance values compared to the standard image.    
 
 
5   Experiments 

Two developed algorithms were tested on fragments 
of the printed circuit board from [1] with six defects: 
two of connection, three of lack of metal, and one of 
incorrect placement. Corresponding defects are 
shown in Figure 24(a) by red, blue, and green lines. 
The original circuit is shown in Figure 24(b) for 
comparison.  

(a)                                (b) 
Fig. 24:  PCB fragments: with defects (a), etalon (b) 

 
Increased places with connection defects are 

shown in Figure 25(a) and their presentation by 
skeletons with specific points in Figure 25(b). 

 

 
(a)                                         (b) 

Fig. 25: Two defects of open defects in traces (a) 
and specific points on the skeleton (b) 

 
 Thus, after numbering and comparing the 
corresponding corteges, missing or redundant pads 
are detected and displayed, and thinner traces are 
detected and marked in Figure 26. 
 

  
Fig. 26: Marked defects in PCB image 

 
In conclusion, three types of printed circuit 

board defects are considered: connections and 
missing (redundant) elements, non-standard sizes of 
traces, and incorrect arrangement of elements. 
According to different types, three approaches are 
used for their detection. 

 
 

6   Conclusion 

The work is devoted to the determination of types of 
defects in PCB images, to detect operational and 
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defective circuits and locations of the defective 
chains. The algorithms for the determination of 
features of the considered images such as the 
cumulative histograms of correct and defective 
chains, and the tolerance values on resistances of 
PCB chains are developed. Tolerances include the 
proposed from the user values and calculated for the 
manufactured PCB sample. Found features are input 
data for Machine Learning algorithms which may be 
applicable for large sets of manufactured PCBs. The 
multi-layer ANN application to learn and recognize 
defective PCB images is based on the powerful 
instrument Brain.js which has many control input 
parameters for choosing the architecture, accuracy, 
losses, and time for processing. This ANN can 
successfully classify the PCB images, where the 
aspect is placed on the range of colors and 
tolerances. 
 The approach includes such algorithms and 
methods as the numbering of chains, the filling 
algorithm for selecting and separating chains, 
formulas for special subtraction of corteges, and 
calculating the resistance characteristics of circuit 
components. 
 The proposed approach contains operations for 
the selection of two classes of defects: connection 
and incorrect resistance. Defective chains and 
resistances are used to train the multi-layer neural 
network for further automatic division of the PCB 
images into two classes: having defects and without 
defects. 
 So, the approach combines two mechanisms: 
processing by developed software and Machine 
Learning by data transmitted from the program. It 
reduces the time consumed by the developed 
software and excludes the user from the monotonous 
process of quality inspection. 
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