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Abstract: - The conventional time series methods tend to explore the modeling process and statistics tests to 
find the best model. On the other hand, machine learning methods are concerned with finding it based on the 
highest performance in the testing data. This research proposes a mixture approach in the development of the 
ARDL (Autoregressive Distributed Lags) model to predict the Cayenne peppers price. Multiple time series data 
are formed into a matrix of input-output pairs with various lag numbers of 3, 5, and 7. The dataset is normalized 
with the Min-max and Z score transformations. The ARDL predictor variables of each lag number and dataset 
combinations are selected using the forward selection method with a majority vote of four criteria namely the 
Cp (Cp Mallow), AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion), and adjusted R2. 
Each ARDL model is evaluated in the testing data with performance metrics of the RMSE (Root Mean Square 
Error), MAE (Mean Absolute Error), and R2. Both AIC and adjusted R2 always form the majority vote in the 
determining optimal predictor variable of ARDL models in all scenarios. The ARDL predictor variables in each 
lag number are different but they are the same in the different dataset scenarios. The price of Cayenne pepper 
yesterday is the predictor variable with the most contribution in all of the 9 ARDL models yielded. The ARDL 
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lag 3 with the original dataset outperforms in the RMSE and MAE metrics while the ARDL lag 3 with the Z 
score dataset outperforms in the R2 metric.  
 
Key-Words: - ARDL model, time series, autoregressive, forward selection, machine learning, normalization 

method, prediction. 
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1   Introduction 
The price stability of staple food commodities must 
be maintained by the government because they have 
an important impact on various sectors including the 
economic, social, and political aspects of a nation, 
[1]. However, the Indonesian government still does 
not have a consistent list of staple food commodities 
until now. The commodity of chilies is not part of 
staple food commodities, but it is highly sought after 
by customers. In particular, Javanese people don't 
even care about the very expensive price, [2]. 
Meanwhile, there are various types of chilies 
including large chilies, curly chilies, and cayenne 
peppers, [3]. The Cayenne pepper has the spiciest 
taste and has a very large gap of price fluctuation, 
[4]. The government should guarantee the 
availability of cayenne pepper and control the price 
adequately so that it can help ease the burden on 
society, [5]. A model that can predict the price of 
cayenne pepper accurately can be a tool for the 
government to control the price.  

Modeling with a statistics approach has the goal 
of proving the hypothesis through experiment 
designing, data collecting, and data analyses, [6]. A 
regression model captures the relationship between 
independent and dependent variables and can draw 
causal inferences from the data, with attention to 
causal confounding, [7]. From an engineering field's 
point of view, [8], modeling with machine learning 
which is concerned with optimizing a score function 
and finding the best model performance on the 
testing data is more popular than statistical modeling. 
Unsupervised learning is defined in which there is 
no target variable in a dataset such as clustering 

methods, [9], and ranking methods, [10]. While, 
supervised learning can be the predictive model to 
predict class labels called classification models, [11], 
and to predict numerical values with regression 
models, [12]. Nevertheless, in real and practical life, 
there are many data in the ordered sequence as 
single or multiple datasets called time series data 
that can be modeled by regression approaches such 
as with both a conventional time series and machine 
learning regression.  

The availability of big time series data provided 
by both private and public organizations has 
supported and motivated many researchers in 
various fields to develop forecasting models that can 
give advantages for winning competition in their 
business, [13]. The ARIMA (Autoregressive 
Integrated Moving Average) model and its 
derivative have been implemented successfully in 
the stock market, [14], public health, [15], 
agricultural business, [16], and so forth. 
Unfortunately, the ARIMA model is tricky enough 
in the identification stage, and it is not clear in the 
model performance evaluation. It had shown that 
hybrid models yielded better model performance in 
forecasting non-stationary univariate time series 
data where the input lag number is determined by 
using input-output pairs formed on various lag 
numbers, [17]. Developing a VAR (Vector 
Autoregression) model for multiple time series such 
as in Gričar, [18], has a drawback of inflexibility 
and inefficiency in application because all variables 
must have the same lag numbers. On the other side, 
the ARDL model can accommodate multiple time 
series modeling with more effective stages and it 
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does not require the dimension of the response 
variables to be the same as predictor variables, [19]. 
The forward variable selection is carried out to 
obtain the predictor variables with significant 
contributions to the response variable, [20]. 

The models to predict agricultural commodities, 
either the conventional statistic or machine learning 
approaches, are rarely acquired in literature. In 
particular, the developed predictive models employ 
multiple time series data where the data are 
available in almost every sector of life. The time 
series modeling such as ARIMA or VAR can explain 
the interpretation model well but they are relatively 
poor in the model performance. On the other side, 
machine learning models tend to acquire 
performance well but they are difficult to interpret 
and too complicated model. The implementation of 
multiple regression models with forward selection 
can be found in many literatures. However, the 
ARDL modeling with the forward selection 
employed in the multiple time series forecasting 
faces a sophisticated identification of the optimal 
subset predictor variables. Rarely works published 
in the domain. Hence, the development of predictive 
models that are easy to interpret and powerful in 
performance is still an open problem.  

Picking up the advantages of both econometric 
and machine learning approaches ensures the 
acquisition of better models. In the case of finding a 
useful model that can support controlling the 
Cayenne pepper prices, the model has to be not only 
easily interpreted but also highly performed. The 
ARDL is an interpretable model and the machine 
learning approach offers systematic stages in the 
modeling process. The identification issue of 
relevant predictor variables of the ARDL structure is 
tackled by the formatting of input-output pairs of 
multiple time series into various lag numbers. 
Dividing the input-output pairs into the training and 
testing data where the testing data is employed in 
the selection model and the training data is 
employed in parameter estimation will lead to a 

model with high performance to predict future 
values.  

The research has the main goal of finding the 
ARDL model with a hybrid approach of 
econometric and machine learning to predict the 
Cayenne pepper prices by considering 3 kinds of 
datasets namely the original time series, the 
min-max transformation, and the Z-score 
transformation. The remaining sections are 
organized into some sections. Section 2 presents the 
conceptual methods used in the research. The third 
section presents the summary of multiple time series 
data and research stages. Meanwhile, section 4 
discusses the modeling process, model interpretation, 
and performance evaluation of the testing data. And 
finally, the conclusion part is given in the last 
section. 

 
 

2   Literature Reviews 
The section discusses the conceptual theory and 
formula related to the stages in the building of the 
proposed model and also discusses the model 
performance metrics which are used to evaluate the 
performance of models yielded on the testing data in 
all development scenarios.  
 
2.1 The Min-max and Z Score 

Transformation Methods 

Data engineering such as data normalization is a 
process of how transforming data to not only have 
the same measurement unit but also all predictor 
variables to have the same domain value which 
ensures commensurate measurement of predictor 
variables, [21]. There are two popular types of data 
normalization in machine learning namely min-max 
and Z-score transformations. The min-max method 
transforms numerical variables into the range of 0 to 
1, and the Z score method transforms numerical 
variables into the range of -4 to 4. The formulas of 
both methods are given in (1) and (2) as the 
following, [22] : 

T(x) = (𝑥𝑖 − 𝑥𝑚𝑖𝑛) 𝑥𝑚𝑎𝑥⁄     (1) 
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T(x) = (𝑥𝑖 − 𝑥̅) 𝑆𝑑(𝑋)⁄      (2) 
 
Where 𝑥𝑚𝑖𝑛 , 𝑥𝑚𝑎𝑥 , 𝑥̅ , and 𝑆𝑑(𝑋)  are 
respectively the minimum of X, maximum of X, 
mean of X, and standard deviation of X. The 
transformation outputs yielded by the min-max 
method seem more natural because they are all 
positive values, but the Z score method yields the 
transformation output which can be used to 
investigate the outlier data. 
 
2.2 The Autoregressive Distributed Lags 

(ARDL) Model 

Developing a model that involves many variable 
predictors relating to a response variable will lead to 
better model performance if all of the variables have 
a significant contribution to predicting the response 
variable value, [23]. Some time series data are 
related to each other so time series modeling by 
considering some related ones to develop a 
predictive multivariate time series model is 
supposed to be a comprehensive approach. An 
ARDL model is one type of econometrics model 
referring to a model involving some lags coming 
from both the dependent and independent variables, 
[24]. A structure of the ARDL model with order (p, 
q) which means it has p lags in the independent 
variable x, and q lags in the dependent variable is 
stated in (3) as follows, [25]: 
𝑦𝑡 = 𝜙0 + 𝜙1𝑥𝑡 + 𝜙2𝑥𝑡−1 + 𝜙3𝑥𝑡−2 +⋯

+ 𝜙𝑝+1𝑥𝑡−𝑝 + 𝜃1𝑦𝑡−1 + 𝜃2𝑦𝑡−2
+⋯+ 𝜃𝑞𝑦𝑡−𝑞 + 𝜖𝑡 

𝑦𝑡 = ∑ 𝜙𝑗𝑥𝑡−𝑗
𝑃
𝐽=0 + ∑ 𝜃𝑗𝑦𝑡−𝑗

𝑞
𝐽=1 + 𝜖𝑡        

(3) 
 
Where 𝑥𝑡−𝑝 is the observation of variable X on the 
p lag, and the 𝑦𝑡−𝑞 is the observation of variable Y 
on the q lag. The order autoregressive q and order 
distributed p in (3) are ordered from 1 to q and from 
1 to p respectively. From a simple point of view, 

equation (3) can be considered a linear multiple 
regression model with the total number of predictor 
variables of q + p +1. The coefficients of the ARDL 
model can be estimated by using the ordinary least 
squares (OLS) method, [26]. 

An ARDL model can involve more than two 
variables such as (r, q, p) for the model with two 
independent variables and one response variable. 
Practically, not all of the r, q, and p lags did 
contribute significantly to the response variable so 
only predictor variables which contributed 
significantly are maintained in the final model. The 
model that only involves the predictor variables with 
significant contributions to the response variable is 
called the best ARDL which is obtained by 
conducting a filter variable selection method such as 
forward selection, [27]. 

 
2.3  The Forward Variable Selection Method 

A statistical model should satisfy the parsimony 
principle which is a simpler model involving fewer 
parameters is favored over more than complex 
models involving many parameters, [28]. The 
principle is also applied in machine learning 
modeling with conducting variable selection 
algorithms. In practice, there are known 3 types of 
variable selection algorithms i.e., the heuristic 
approach which is not determined model structure 
yet, the filter approach when variable selection is 
done in the forward selection or backward 
elimination using the goodness of fit criteria, and the 
wrapper approach if the best model is obtained 
through the greedy search method on a specific 
machine learning algorithm, [29].  

Considering the development of an ARDL 
model by determining the input lag number of k on 
d time series datasets. It will lead to a model that has 
the number of (d*k) predictor variables. In nature, 
any predictor variables did not contribute to 
predicting the response variable significantly. The 
best ARDL model is obtained by selecting predictor 
variables one by one starting with the predictor 
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variable having the highest contribution to the 
explaining response variable, [30]. The forward 
selection method worked firstly by searching a 
predictor variable having the minimum value of 
residual sum square (RSS), and then calculating the 
model goodness of fit criteria such as the Cp statistic, 
Akaike’s Information Criterion (AIC), Bayesian’s 
Information Criterion (BIC), and adjusted R2 that 
associated to the minimum RSS value. All of the 
above criteria are calculated involving the RSS 
value or its derivation where their formulas are 
given in (4) to (7) as the following, [31]. 

𝐶𝑝 = (1 𝑚⁄ ) ∗ (𝑅𝑆𝑆 + 2 ∗ 𝑝 ∗ 𝜎̂2)   (4) 
 

AIC = (1 (𝑚 ∗ 𝜎̂2)⁄ ) ∗ (𝑅𝑆𝑆 + 2 ∗ 𝑝 ∗ 𝜎̂2)    (5) 
 

BIC = (1 (𝑚 ∗ 𝜎̂2)⁄ ) ∗ (𝑅𝑆𝑆 + log⁡(𝑚) ∗ 𝑝 ∗ 𝜎̂2) 
(6) 

R2𝑎𝑑𝑗. = 1 − (

RSS

𝑚−𝑝−1
TSS

𝑚−1

⁄ )⁡      (7) 

Where RSS = ⁡∑ (𝑦𝑖 − 𝑦̂𝑖)
2𝑚

𝑖=1 , TSS = ∑ (𝑦𝑖 −
𝑚
𝑖=1

𝑦̅)2, and 𝜎̂2 = (1 (𝑚 − 𝑝 − 1)⁄ ) ∗ min(𝑅𝑆𝑆) with 
m is the number of instances, and p is several 
predictor variables. 

The forward selection algorithm, in summary, is 
given in the following stages, [32]:  
a. Building a simple linear model between the 

response variable and each of the predictor 
variables, calculating the RSS of each model, 
picking up the predictor variable having the 
minimum value of RSS as the first selected 
variable to enter into the linear model, and 
computing the values of Cp, AIC, BIC, and 
adjusted R2 using the minimum RSS.  

b. Building a multiple linear model with two 
predictor variables where one predictor variable 
is the first selected variable and the second 
variable is each of the remaining predictor 
variables, calculating the RSS of each model 
with two predictor variables, picking up the 
predictor variable having the minimum value of 

RSS as the second selected variable to enter into 
the linear model, and computing the values of 
Cp, AIC, BIC, and adjusted R2 using the 
minimum RSS. 

c. Building a multiple linear model with 3 
predictor variables where 2 predictor variables 
are the selected variables in the previous stage 
and the third variable is each of the remaining 
predictor variables, calculating the RSS of each 
model with 3 predictor variables, pick up the 
predictor variable having the minimum value of 
RSS as the third selected variable to enter into 
the linear model, and computing the values of 
Cp, AIC, BIC, and adjusted R2 using the 
minimum RSS. 

d. The process of building a linear model, selecting 
the minimum RSS, and calculating of 4 criteria 
of model goodness of fit is repeated until all of 
the predictor variables have entered into the 
linear model. 

e. The best ARDL model is determined by the 
majority vote of the model goodness of fit 
criteria. 
 

2.4  The Model’s Performance Metrics 

The gap between the actual and prediction values 
has an important role in the measuring of the 
model’s performance. There are many terms to call 
it including error, residual, and bias. A regression 
model performance is evaluated based on the 
accuracy measures including mean absolute error 
(MAE), root mean square error (RMSE), and 
determination coefficient (R2) which are calculated 
directly from the gap values, [33]. MAE is 
calculated by considering the same weight to all of 
absolute errors to produce a positive value metric. 
On other side, the RMSE metric is calculated by 
giving a large weight to the large error. Both the 
MAE and RMSE have the same measure unit as the 
original response variable. 

The correlation between the actual and prediction 
values squared will yield a metric called the 
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coefficient of determination (R2) which in this case 
measures how coincidence between the prediction 
value generated by the model and the associated 
actual value. The R2 value lies in the range of 0 to 1 
where the R2 = 1 means that the regression model 
can predict the actual value perfectly with 100% 
accuracy, [34]. When it is presented in a scatter plot 
of the actual versus prediction values, both values 
coincide and overlap perfectly with each to other. 
Here are the formulas to calculate the MAE, RMSE, 
and R2, [35]:𝑀𝐴𝐸 = ∑ |𝑦𝑖 − 𝑦̂𝑖| 𝑛⁄𝑛

𝑖=1      
(8) 

 

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑖 − 𝑦̂𝑖)
2 𝑛⁄𝑛

𝑖=1      (9) 

𝑅2 =⁡ [𝑐𝑜𝑣(𝑦𝑖 , 𝑦̂𝑖) (√𝑉𝑎𝑟(𝑦𝑖) ∗ √𝑣𝑎𝑟(𝑦̂𝑖))⁄ ]
2
  

(10) 
 
Where the 𝑦̂ is the predicted value, and the y is the 
corresponding actual value. 
 
 
3  Materials and Methods 
The multiple time series studied in this study are 
consumer prices of 3 commodities namely the large 
chilies (L), Curly chilies (C), and Cayenne peppers 
(P) in Malang City of Indonesia. The data can be 
obtained through 
https://siskaperbapo.jatimprov.go.id/ provided by the 
East Java provincial industry office, which records 
basic commodity prices per kg in 37 cities' wholesale 
markets. The observation values were recorded from 
March/1/2020 to April/24/2023. These 3 
commodities are supposed to have a correlation with 
each other that it was shown in Figure 1. 

The red plot shows the time series as the 
response variable which is supposed to be 
influenced by 2 other time series. The original prices 
dataset will be transformed using min-max 
transformation to scale observation values in the 
range of 0 to 1, and also be transformed using Z 
score transformation to scale observation values in 

the range of -4 to 4. 

 
Fig. 1: The patterns of multiple time series plots of 3 
chili commodities in Malang Indonesia 
 

The development of ARDL models is expected 
to acquire a tool to predict the current value of the 
time series as the response variable with predictor 
variables formed by various previous values of the 
multiple time series involved in the dataset. As a 
case study, the multiple time series consisting of the 
prices of three commodities namely the Cayenne 
pepper, Large chilies, and Curly chilies with the 
current values of the Cayenne peppers as the 
response variable employed in the dataset for 
developing and evaluating the proposed ARDL 
model. The stages of developing the ARDL model 
with a machine learning approach are presented in 
Figure 2, it can be described in summary as follows: 
a. Formatting the input and output pairs matrix 

based on several determined lags 
b. Dividing the input and output pairs matrix into 

the training and testing sets. 
c. Transforming both the min-max and Z score to 

the training set means getting 9 different types 
of training sets which are the combination of 3 
training set types and 3 input lag numbers. 

d. Conducting forward selection by the fitting of 
linear regression models om each training set 

e. Choosing the ARDL predictor variables based 
on the majority voting of 4 goodness of fit 
criteria. 

f. Training the ARDL model with the associated 
training set. 
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g. Evaluating the model’s performance using the 
testing set with the associated ARDL predictor 
variables. 

 

 
 
 

 
Fig. 2: The research schema on developing ARDL models using a machine-learning approach 

 

4   Results and Discussion 
To make simpler in naming the predictor variables 
used in the study, some terms are used namely the 
‘L-1’, ‘L-2’, ‘L-3’, ‘L-4’, ‘L-5’, ‘L-6’, and ‘L-7’ of 
the predictor variable names for the large chilies on 
the lag of p = 1, 2, 3, 4, 5, 6, and 7 respectively. It is 
also used for naming the datasets of Curly chilies 
(C), and Cayenne peppers(P) by replacing the ‘L’ to 
be the ‘C’ or ‘P’ respectively. The model that be will 
developed has the Pt response variable and it is 
considered by setting the input lag number of p = 3, 
5, and 7. 

In detail, let the input lag k =5. The response 
variable Pt has to be influenced by 15 predictor 
variables which are ‘P-1’ to ‘P-5’, ‘L-1’ to ‘L-5’, 
and ‘C-1’ to ‘C-5’. A similar condition is run for k = 
3 and k = 5 where the response variable Pt has to be 
influenced respectively by 9 and 21 predictor 

variables. The union of the response variable and 
associated predictor variables creates the 
input-output data pairs in a matrix data structure. 
There are three matrices of input-output data pairs. 
One of the characteristics of the machine learning 
approach is the existence of the testing dataset 
which is picked up 100 last rows of each 
input-output matrix. 

 
4.1 The Forward Selection and Selected 

Predictor Variables of ARDL Models 

The selection of predictor variables was carried out 
separately for each input-output pairs matrix. The 
predictor variables were selected using the forward 
selection method based on the criteria of Cp, AIC, 
BIC, and adjusted R2 statistics. The best ARDL 
predictor variables are determined by using majority 
votes of 4 goodness of fit criteria where they were 
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selected in each input-output pairs matrix of the 
training data on the original dataset and both 
normalized datasets with the min-max and Z score 
transformation.  

 
 

 

 

Table 1. The forward selection stages in the input-output pairs of lag 5 on the Z-score dataset 
Step Selected variable Cp AIC BIC adj. R2  

1 ['P-1'] 0.01832 1.02013 1.02487 0.98206 
2 ['P-1', 'P-4'] 0.01820 1.01375 1.02323 0.98219 
3 ['P-1', 'P-4', 'L-1'] 0.01811 1.00888 1.02310 0.98229 
4 ['P-1', 'P-4', 'L-1', 'L-5'] 0.01808 1.00687 1.02583 0.98234 
5 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1'] 0.01806 1.00577 1.02946 0.98238 
6 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5'] 0.01795 0.99963 1.02806 0.98251 

7 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4'] 0.01797 1.00080 1.03397 0.98250 
8 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3'] 0.01799 1.00195 1.03986 0.98250 
9 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2'] 0.01801 1.00325 1.04590 0.98249 
10 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2'] 0.01803 1.00442 1.05180 0.98249 
11 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2', 

'P-5'] 
0.01806 1.00609 1.05821 0.98248 

12 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2', 
'P-5', 'P-2'] 

0.01809 1.00777 1.06463 0.98246 

13 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2', 
'P-5', 'P-2', 'L-3'] 

0.01813 1.00960 1.07120 0.98245 

14 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2', 
'P-5', 'P-2', 'L-3', 'L-4'] 

0.01816 1.01148 1.07782 0.98243 

15 ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5', 'C-4', 'P-3', 'L-2', 'C-2', 
'P-5', 'P-2', 'L-3', 'L-4', 'C-3'] 

0.01820 1.01340 1.08448 0.98241 

 
The process of the variable selection was 

presented in both the forward selection matrix and 
the goodness of fit criteria curve. As an example, 
Table 1 shows a matrix describing the variable 
selection process in the Z score dataset on the input 
lag 5, while, Figure 3 presents a plot of 4 criteria 
values in Table 1. The plot will help to find the 
optimal criteria value of Cp, BIC, and AIC, and 
adjust R2 easily. The ARDL predictor variables are 
determined using the goodness of fit criterion with 
the majority vote. 

The forward selection method is started by the 
fitting of a simple linear model between the 
response variable (Pt) and each of the predictor 

variables which are 15 variables namely the ‘L-5’ to 
‘P-1’. Based on each simple linear model, the 
calculation of each residual sum square (RSS) and 
finding the minimum one to select the predictor 
variable that enters the linear model. The best RSS 
is used to calculate the associated criteria of the Cp, 
AIC, BIC, and adjusted R2 values which are the 
goodness of fit criteria for selecting the best 
predictor variables of the ARDL model.  

The forward selection method is started by the 
fitting of a simple linear model between the 
response variable (Pt) and each of the predictor 
variables which are 15 variables namely the ‘L-5’ to 
‘P-1’. Based on each simple linear model, the 
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calculation of each residual sum square (RSS) and 
finding the minimum one to select the predictor 
variable that enters the linear model. The best RSS 
is used to calculate the associated criteria of the Cp, 
AIC, BIC, and adjusted R2 values which are the 
goodness of fit criteria for selecting the best 
predictor variables of the ARDL model.  

Let's consider the first step in Table 1, the step 
implies that the ‘P-1’ variable has the minimum RSS 
value and it is picked up as the first predictor 
variable of the linear model. The succeeding 
columns present the associated Cp, AIC, BIC, and 
adjusted R2 values. The second step is obtained by 
fitting a linear model with 2 predictor variables 
where the first variable is ‘P-1’ which is one 
obtained in the previous step and the second 
predictor variable is one of the remaining variables. 
The linear model with 2 predictor variables of [‘P-1’, 
‘P-4’] has the minimum RSS value which means the 
‘P-4’ variable entered into the linear model with 2 
predictor variables then 4 associated goodness of fit 
criteria are calculated. The sequence processes of 
the fitting linear model with adding one variable of 
remaining variables, calculating their RSS, picking 
up the variable with the minimum RSS, and 
calculating the associated goodness of fit criteria are 
carried out until the remaining variable is empty. 

 

 
Fig. 3: Plots of 4 goodness of fit criteria of the 
ARDL with input-output pairs of lag 5 on the Z 
score dataset 
 
 
 

Based on Figure 3, the marked point with the 
majority vote was found in the criteria of the AIC 
and adjusted R2 curves where the number of 
predictor variables is 6 which means it refers to 
predictor variables at step 6 in Table 1. The list 
variable in the step 6 is the selected predictor 
variable of the best ARDL model in the input-output 
pairs of lag 5 on the Z score dataset. There are as 
many as 8 other matrices similar to Table 1, and 8 
other figures similar to Figure 3.  Nevertheless, the 
selected predictor variables in the same input lag 
number in all datasets yielded the same predictor 
variables although the values of criteria are different. 
The selected predictor variables of the ARDL 
models in all of the input lags and datasets are 
presented in Table 2. 

 
Table 2. The selected predictor variables of ARDL 

models for 3 input lags and 3 datasets 
Input  The selected predictor variables 

Lag 3  ['P-1', 'L-1', 'P-3', 'L-2', 'C-1', 'C-2'] 

Lag 5  ['P-1', 'P-4', 'L-1', 'L-5', 'C-1', 'C-5'] 

Lag 7  ['P-1', 'P-7', 'L-1', 'C-1', 'C-4', 'L-5', 'P-5', 'C-5'] 

 
Table 2 shows the selected predictor variables 

yielded by the forward selection method where there 
are differences in the variable's name for the 
different input lags. Table 2 implies the influencing 
order of the predictor variables on the response 
variable. The variable ‘P-1’ is the most influencing 
the response variable ‘Pt’ in all of the input lag 
scenarios. However, the influencing order of 
predictor variables in the second place, and higher 
order place are not definite. 
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Table 3. The model’s coefficients and performances of all scenarios of input lags and datasets 
Dataset  The ARDL coefficients at the input lag 3 

['P-1',    'L-1',  'P-3',   'L-2',  'C-1',   'C-2'] 
 

RSME 

 

MAE 

 

R2 

Original [ 1.0249  0.2103 -0.0473 -0.1721 -0.1512  0.1329] 3949.079 1462.045 0.9260 

Min-max [ 1.0249  0.1422 -0.0473 -0.1164 -0.105   0.0923] 3980.853 1716.289 0.9263 

Z score [ 1.0249  0.1417 -0.0473 -0.1159 -0.0968  0.085 ] 3976.087 1689.691 0.9263 

Dataset  The ARDL coefficients at the input lag 5  

['P-1',   'P-4',   'L-1',   'L-5',  'C-1',    'C-5'] 
 

RSME 

 

MAE 

 

R2 

Original [ 1.0226 -0.0434  0.1465 -0.1175 -0.0989  0.0867] 4002.883 1511.172 0.9239 

Min-max [ 1.0226 -0.0434  0.099  -0.0794 -0.0687  0.0602] 4015.202 1730.366 0.9249 

Z score [ 1.0226 -0.0434  0.0987 -0.0792 -0.0633  0.0555] 4012.223 1713.412 0.9249 

Dataset  The ARDL coefficients at the input lag 7  

['P-1',   'P-7',    'L-1',  'C-1',   'C-4',   'L-5',   'P-5',    'C-5'] 
 

RSME 

 

MAE 

 

R2 

Original [ 1.0103 -0.0778  0.1337 -0.107   0.0301 -0.1023  0.0424  0.0666] 4005.283 1615.107 0.9242 

Min-max [ 1.0103 -0.0778  0.0904 -0.0743  0.0209 -0.0692  0.0424  0.0462] 4044.207 1871.268 0.9251 

Z score [ 1.0103 -0.0778  0.0901 -0.0685  0.0193 -0.0689  0.0424  0.0426] 4040.766 1857.270 0.9251 
 
 
4.2  The Coefficients of ARDL Models and 

Their Interpretation 

The coefficients of each ARDL model are estimated 
by using the OLS method on the input-output pairs 
of the training dataset that all of not selected 
predictor variables are dropped from the dataset. 
The dropping of not selected predictor variables is 
also conducted on the testing datasets which are 
used for the evaluation of the model’s performances. 
The model’s coefficients yielded for all scenarios of 
input lags and datasets are presented in Table 3. 

The ARDL model’s coefficients are given in the 
second column of Table 3. The coefficients follow 
the predictor variables in the above row. As an 
illustration, the ARDL model with input lag 3 and 
the original dataset can be written as the following: 
𝑃𝑡 = 1.0249𝑃𝑡−1 + 0.2103𝐿𝑡−1 − 0.0473𝑃𝑡−3

− 0.1721𝐿𝑡−2 − 0.1512𝐶𝑡−1
+ 0.1329𝐶𝑡−2 

 
The current price of the Cayenne peppers(P) is 

influenced by its price yesterday and the previous 
third day, the large chilies price (L) yesterday and 
last yesterday, the price of Curly chilies (C) 
yesterday and last yesterday. The model’s 

coefficients state the important levels of each 
associated predictor variable on the current price of 
the Cayenne peppers. The interpretation of each 
coefficient can be stated as the following: the 
current Cayenne peppers price will increase IDR 
10249 and decrease IDR 473 when it's yesterday 
and previous third-day price increases IDR 10000, 
will increase IDR 2103 and decrease IDR 1721 
when the yesterday and last yesterday price of the 
large chilies increases IDR 10000 and will decrease 
IDR 1512 and increase IDR 1329 when the 
yesterday and last yesterday price of the Curly 
chilies increases IDR 10000. 

The ARDL model for the prediction of the next 
price of Cayenne peppers can be obtained by setting 
t = t+1, so the ARDL prediction model can be stated 
as follows: 

𝑃𝑡+1 = 1.0249𝑃𝑡 ⁡+ 0.2103𝐿𝑡 − 0.0473𝑃𝑡−2
− 0.1721𝐿𝑡−1 − 0.1512𝐶𝑡
+ 0.1329𝐶𝑡−1 

 
Based on Table 3, there will be obtained as 

many as 9 ARDL prediction models which are 
evaluated in their performance by using the 
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associated testing dataset with the selected predictor 
variables. 

 
4.3 Performance of ARDL Models and 

Discussion 
The model’s performances on the testing data are 
presented in 3 metrics namely the RMSE, MAE, and 
R2 which are given respectively in columns 3 to 5 in 
Table 3. The best RMSE is IDR 3949 for the ARDL 
lag 3 with the original dataset. The second and third 
small RMSE are IDR 3976 and IDR 3981 
respectively for the ARDL lag 3 with the Z score and 
min-max datasets. The other models have the RMSE 
values higher than IDR 4002 which is between IDR 
4002 and IDR 4044. The RMSE values of the ARDL 
lag 3 in all of the datasets are smaller than other 
models with lag 5 and lag 7. The models with the 
original dataset also yield smaller RMSE than the 
other models with the Min-max and Z score datasets. 

The first, second, and third best MAE’s are 
respectively IDR1462, IDR 1511, and IDR 1615 for 
the ARDL lag 3, lag 5, and lag 7 with the original 
dataset. The other models have the MAE values 
higher than IDR 1689 which is between IDR 1689 
and IDR 1871. The MAE values of the ARDL with 
the original dataset in all of the lags are smaller than 
the MAE values of other models in all of the lags 
with the Min-max and Z score datasets. 

The best R2 value is 92.63% for the ARDL lag 5 
and lag 7 with the original dataset. If the R2 values 
are rounded into 3 decimals there are only 3 R2 
values i.e., 92.4%, 92.5%, and 92.6%. The models 
with lag 5 and lag 7 are better the R2 values than the 
models with lag 3. The R2 value of ARDL models 
with the original dataset is higher than the models 
with other datasets. 

Both metrics of the RMSE and MAE are closely 
related to the plot between the actual and prediction 
values presented in Figure 4. Both the actual and 
prediction values in Figure 4 seem to coincide with 
each other but there are some sharp fluctuations in 
the testing dataset especially on April 9 to April 10, 
2023. When the sharp fluctuation occurred the gap 
between the actual and prediction values was very 
large. The RMSE metric gives a large weight to the 

large gap because it is calculated based on the gap 
squared, [35]. On the other hand, the MAE metric 
gives the same weight to all of the gaps including the 
large gap, [35]. The difference in treatment to the gap 
of both metrics causes the MAE values to be smaller 
than the RMSE values in all of the lag number and 
dataset scenarios. Even the MAE values are around 3 
times smaller than the RMSE values. 

 

 
Fig. 4: Plot the actual versus prediction values of the 
ARDL lag 3 with original data in the testing dataset 
 

The large distance between the actual and 
prediction value often occurs when the Cayenne 
pepper prices fluctuate extremely. On some sequence 
days, the price remains unchanged because the 
sellers are not supplied each day. The price is 
uncontrolled by customers but it is the domain of the 
supplier and seller determining the price. The 
unchanged prices in a few days are easily predicted 
but extreme price switching implicates the ARDL 
model to have a poor prediction. The ARDL model 
cannot give a fast response to extreme price 
switching. The advanced models such as the 
hybridization models published in [17] and [26] or 
the complicated machine learning models such as 
those published in [27] and [30] should be tried for 
tackling in modeling the datasets with present the 
extreme price switching. 

The R2 metrics describe how the actual and 
prediction values are close or overlap with each other. 
The R2 value is 100% which means the actual and 
prediction values overlap perfectly, [35]. The scatter 
plot given in Figure 5 is a tool for describing the 
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relationship between the actual and predicted values. 
The R2 value of the scatter plot is 92.63%. When all 
of the actual values can be predicted perfectly by the 
model, the scatter plot will form a solid line which 
means a perfect correlation between the actual and 
prediction values. In Figure 5, some points are long 
distances from the solid line which means a large gap 
between the actual and prediction value. It also 
supports the fact that there are many large gaps 
shown by some points that are far away from the 
solid line. Presenting some constant prices and 
extreme switching prices influences the R2 values. 
They indirectly cause large variability in the datasets 
subsequently leading to reduce the acquired R2 value. 
The input-output pairs data with various lag numbers 
of 3, 5, and 7 cannot change the variability in the 
dataset that affects the produced R2 values with slight 
differences, and also the data transformation does not 
affect variability in the dataset. 

 

 
Fig. 5: The scatter plot between the actual and 
prediction values of the ARDL lag3 with Z score 
data in the testing dataset 
 

The ARDL lag 3 models outperform the ARDL 
lag 5 and lag 7 models in all of the performance 
metrics where the result confirms and supports the 
basic principle of model identification in the 
conventional time series modeling that told the lag 
number of time series models lies in a range of 1 to 3 
and almost impossible occurs with the higher lag 
number, [25]. Nevertheless, A machine learning 

modeling approach is more flexible than the 
conventional time series because some stages 
including model identification and residual 
diagnostic tests are not conducted and are considered 
useless stages. 

The ARDL models with the original dataset 
outperform the models with other datasets in the 
RMSE and MAE metrics. While the R2 metric of the 
ARDL models in both the Min-max and Z score 
datasets is higher than the models with the original 
dataset although the differences are not significant 
(around 0.1%). It seems useless to transform a 
dataset into a normalized dataset because the datasets 
have a commensurate measurement in the IDR and 
the domain values do not have a large enough gap. 
However, the normalized data must be carried out 
when each time series dataset in multiple time series 
has various measurement units, [22]. 

 The research has acquired the ARDL models 
which are not satisfactory in their performance but 
easily interpreted in modeling multiple time series. 
The coefficients of the ARDL models have a 
meaning similar to the popular model of multiple 
regression. The obtained models are developed 
systematically which is different from generally 
developing time series models such as those 
published in [13], [14] and [15] which are tricky in 
the process of developing models. 

 
 

5  Conclusion 
The predictor variables selected with the majority 
vote of the CP, AIC, BIC, and adjusted R2 have 
yielded 6 predictors for input lag 3 and input lag 5, 
but they obtained 8 predictors for input lag 7. 
Although the values of the 4 criteria are different in 
3 types of datasets, the condition does not influence 
the acquired ARDL predictor variables at the same 
lag.  The ARDL lag 3 with the original dataset is 
the best one in both performance metrics of the 
RMSE and MAE where the performance values are 
IDR 3949 and IDR1462 for metrics of the RMSE 
and MAE respectively. While the ARDL lag 3 with 
Z score and Min-max datasets has the highest R2 
metric which is 92.63% although the all of 9 ARDL 
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models have the R2 metric in the range of 92.40% to 
92.63%. The sequence with the same prices of the 
Cayenne peppers in a few days and the large 
switching prices occurrence has caused the R2 
metric of ARDL models to have almost same values. 
The recommendation of the next works should 
employ the producer prices of three chili 
commodities and also add some related time series 
datasets to develop the ARDL model and hybrid 
ARDL with popular machine learning models. 
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